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Abstract

This thesis presents the firstJ/ψ production analysis of Au+Au reactions at forward rapid-

ity at
√
sNN = 200 GeV. In the second year of RHIC running, design energy was achieved in

the collisions of both Au+Au ions and proton+proton reactions. The production of theJ/ψ is

measured by the PHENIX experiment in Au+Au collisions as well as in proton-proton colli-

sions. The scientific goal is to investigate the nature of hot, dense nuclear matter capitalizing on

the unique properties of theJ/ψ as a probe of this matter. Recent experimental results by the

NA50 collaboration at CERN strongly deviate from the conventional picture that successfully

describes data at lower energies. The importance of such a measurement is demonstrated by

the wide spectrum of theoretical explanations concerning the existing data. The merits of these

models will be explored in a systematic and comprehensive study of theJ/ψ and open charm

in collisions of a variety of species and energy. A survey of the theoretical models is presented

and the relevant open charm andJ/ψ PHENIX measurements are compared.
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Chapter 1

Introduction

An important role of science has been to shape our ideas of the matter which makes up our

universe and the forces that govern them. Over the past century our understanding of the fun-

damental constituents of matter has evolved as atoms were divided into electrons and nuclei,

nuclei into protons and neutrons. In the 1950’s as hyperons and pions were discovered and their

particle production and decays demanded additional degrees of freedom, Quantum Chromody-

namics (QCD) and the Standard Model were formulated in the early 1970’s to explain decades

of experimental data. The Standard Model has since endured as its predictions have been exper-

imentally tested. Recent theoretical calculations have predicted that highly excited and dense

hadronic matter will undergo a phase transition. This predicted new state of matter is called the

Quark Gluon Plasma (QGP) [23].
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1.1 High-Energy Nuclear Physics

The primary goal of high-energy nuclear physics is the confirmation and study of Quantum

Chromodynamics (QCD) in a macroscopic system. Quarks are the elementary particles that

make up all hadronic matter. These quarks are normally bound to other quarks in groups of two

and three by the strong force in a hadronic particle. QCD predicts that at high energy densities

a new type of matter will be created. As hadrons are packed closer and closer together, the

boundary of one hadron overlaps with another and the constituent quarks are no longer bound to

the other quarks of the original hadron. This quark gluon plasma would have been present in the

earliest stages of the formation of the universe and may exist at present in some stars. These are

not conditions easily created in the laboratory. Nevertheless, high-energy heavy-ion collisions

are currently being employed for this purpose primarily for their characteristic deposition of a

large amount of energy in a very small volume. The energy density predicted to be required to

form the QGP is 1-2GeV/fm3[24] and two existing experimental facilities have achieved these

energy densities. The Super Proton Synchrotron (SPS) at CERN has achieved energy densities

of 3.7GeV/fm3 and the Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Lab

has achieved energy densities of 7.6GeV/fm3.

1.2 Recent Experimental Results

TheJ/ψ is an extremely tightly bound state of a charm and anti-charm quark. The large bind-

ing energy has made it very useful as a probe of nuclear matter, and now it is considered one

of the more promising probes of the quark gluon plasma. Until recently, the production of the

2



J/ψ in nuclear systems had been well understood within a single picture proposed by Gerschel

and Ḧufner in 1988 [25]. Prior experiments had indicated thatJ/ψ production did not scale

with the number of nucleons in the target nucleus of proton-nucleus collisions nor the number

of nucleon-nucleon collisions in nucleus-nucleus collisions as näively expected. Gerschel and

Hüfner explained this with an effective absorption of theJ/ψ onto the nucleus itself after its

creation within the nucleus. By January of 2000 the NA50 collaboration at CERN had com-

pleted a systematic study ofJ/ψ production in Pb-Pb collisions at a beam energy of 158GeV

per nucleon extending the previous study of the NA38 for p+A, S+U reactions. In the colli-

sions with the greatest energy densities, an “anomolous” suppression ofJ/ψ production was

observed that did not follow the conventional picture[2]. In Figure 1.1 the ratio of measured

J/ψ production to that expected from the conventional picture is plotted as a function of the

energy density achieved in the collision. If the absorption of theJ/ψ were only due to the

“normal” nuclear absorption, the data would follow the dashed line. However, the data clearly

deviate from this expectation at energy densities above 2.5GeV/fm3. Furthermore, the onset

of this deviation is relatively abrupt and the structure in the deviation is consistent with a mul-

tistage mechanism of this additional suppression. On February 10, 2000, CERN made a press

release declaring that a new state of matter had been created in the SPS collisions. TheJ/ψ

measurements were only a part of the evidence for this conclusion, but it is an essential piece

and thus merits further consideration.
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computed multiplying by three the measured neutral
E values and taking into account the rapidity cover-T

Ž .age 1.1-y -2.3 of our measurements, which islab

significantly displaced with respect to mid-rapidity.
This calculation leads to an energy density of 3.5
GeVrfm3 for our most central Pb-Pb data point,
consistent with the value of 3.2 GeVrfm3 reported

w xby the NA49 collaboration 17 for ‘‘head-on’’ Pb-Pb
w xcollisions, for which the RQMD cascade model 18

gives 3.3 GeVrfm3.
The results are presented in Fig. 7, for the Pb-Pb

data and for the smaller collision systems studied by
w xthe NA38 and NA51 collaborations 2 . We have

estimated the energy density reached in the p-A
collisions with the RQMD Monte Carlo event gener-
ator. The figure shows the ratio between the ob-
served Jrc suppression pattern and the normal nu-
clear absorption curve, that properly reproduces the
p-A and S-U results. The data points are obtained
from the measured Jrc to Drell-Yan cross section
ratios, except for the NA38 p-A data points, which
are based on the Jrc absolute cross-sections. Al-
though the proton, sulphur and lead induced colli-
sions were taken at different energies, they are im-

Fig. 7. Measured Jrc production yields, normalised to the yields
expected assuming that the only source of suppression is the
ordinary absorption by the nuclear medium. The data is shown as
a function of the energy density reached in the several collision
systems.

mediately comparable in this ‘‘measured over ex-
pected’’ ratio.

From this figure we deduce that the first drop in
the Jrc production yield happens for Pb-Pb colli-
sions reaching energy densities above 2.3 GeVrfm3,
while an even stronger suppression is seen when a
higher value, around 3.1 GeVrfm3, is exceeded. The
first anomalous step can be understood as due to the
disappearance of the x mesons, responsible for ac

Žfraction of the observed Jrc yield through its ex-
.perimentally unidentified radiative decay. In proton

induced collisions this fraction is around 30–40%.
The second drop signals the presence of energy
densities high enough to also dissolve the more
tightly bound Jrc charmonium state.

6. Conclusions

We reported in this paper the results of the analy-
sis of the data collected in 1998, aimed at extending
and clarifying the study of the Jrc suppression
pattern up to the most central Pb-Pb collisions. To-
gether with the results previously established by the
NA38 and NA50 collaborations, a rather clear pic-
ture emerges, indicating a step-wise pattern, with no
visible saturation in the collisions generating the
highest energy densities and temperatures.

The pattern visible in our data can be naturally
anticipated and understood in a deconfinement sce-
nario as resulting from the melting of the x statesc

above a certain energy density, followed by the
suppression of the directly produced Jrc mesons,
when the collisions are central enough to generate
Ž .local energy densities above a higher threshold.

We have estimated in this paper that the binding
of the x states starts becoming screened for energyc

densities above ;2.3 GeVrfm3, while the breaking
of the more tightly bound Jrc states require colli-
sions capable of generating energy densities above
;3 GeVrfm3.

Our observations exclude the presently available
models of Jrc suppression based on the absorption
of the Jrc mesons by interactions with the sur-

Ž .rounding hadronic confined matter. On the con-
trary, the behaviour seen in our data follows the
stepwise pattern expected in case the matter pro-
duced in the Pb-Pb collisions undergoes a phase

Figure 1.1: The ratio of measuredJ/ψ production to the conventional expectation as a function
of the energy density produced in the collision is measured by the NA50 Experiment at CERN
[2].

4



1.3 Motivations for this Measurement

The observation of the quark gluon plasma is an important verification of quantum chromo-

dynamics and the standard model. The suppression of theJ/ψ has been considered one of

the more promising signatures of QGP formation and has often been advertised as a “smoking

gun”. The observations from NA50 provided somewhat less than a “smoking gun” and have

given rise to very differing and controversial conclusions. The experimental methods and ana-

lytical techniques have been subjected to intense scrutiny to match the significance of the claim.

The creation of a quark gluon plasm is certainly one conclusion that might explain the data.

However, the quark-gluon plasma is not really well understood theoretically in ideal, infinite

systems; application of theory to the in-homogeneous, finite-size nucleus-nucleus collision is

even less rigorous. There are some components of the conventional non-QGP physics that are

only marginally relevant at lower energies that could become important factors at RHIC such

as nuclear shadowing and comover absorption. The impact of these non-QGP effects onJ/ψ

production must be assessed and given unbiased consideration. It is imperative that additional

measurements be made to disentangle these many factors and provide independent confirmation

of the NA50 results.

1.4 Organization of Thesis

The forward spectrometers of the PHENIX detector are designed to measure theJ/ψ andψ′

among other vector mesons in p+p, p+A, and A+A collisions reaching center-of-mass energies

of 500GeV for protons and
√
sNN = 200 GeV for nuclear systems. The PHENIX collabora-
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tion has already publishedJ/ψ measurements in proton-proton reactions for mid and forward

rapidity and in Au+Au reactions for mid-rapidity [17][1]. An analysis ofJ/ψ production at

forward rapidity in Au+Au reactions will be presented.

In Chapter 2, the theoretical and experimental landscape ofJ/ψ production will be pre-

sented. The unique properties of theJ/ψ make it a useful probe, but there are many competing

processes in both production and suppression of theJ/ψ that must be evaluated. The signifi-

cance of each must be assessed over the range of energy and systems for which data are avail-

able. In Chapter 3, an overview of the RHIC program and experiments will be provided. The

PHENIX Forward Spectrometer and Vertex Detectors will be described in detail. In Chapter

4, the procedure for processing the raw detector data into a measurement of theJ/ψ is pro-

vided including a description of the reconstruction and simulation software. In Chapter 5, the

results of this analysis as well as theJ/ψ and open-charm measurements of previous PHENIX

publications will be discussed.
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Chapter 2

Charmonium Production Overview

The hot, dense nuclear matter present in high-energy heavy-ion collisions provides a rich envi-

ronment to study QCD and the standard model. The discovery of theJ/ψ and its interpretation

was an important step in the development of the Standard Model and has proved to be a valuable

probe of the nucleon and the nucleus. It has been studied in great detail over a wide range of

production conditions. We will review the history of theJ/ψ relevant to the proposed use of

its production as a QGP signature. While QGP formation is not proposed for proton-proton or

even proton-nucleus collisions, it is critical that we understand the many factors of production

in these systems.

2.1 Discovery

In November 1974 a resonance of mass 3.1GeV/c2 was observed simultaneously and indepen-

dently in two different experiments at Brookhaven Nation Laboratory(BNL) [3] and Stanford
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Linear Accelerator Center [4]. The AGS at Brookhaven accelerated protons to 28 GeV onto a

beryllium target and measurede+e− pairs in two forward spectrometers. One strength of this

experiment is in the search for new particles since all masses are simultaneously explored. The

BNL data shown in the left panel of Figure 2.1 reveal a narrow resonance. A limitation of this

experiment, however, was in precisely measuring the width of such a resonance. Thee+e−

collider, SPEAR, operating at SLAC was designed to search for new particles using a different

method. The beam energy was precisely adjusted to match the mass of a hypothetical particle.

A measurement of particle production was made; the beam energy was then incremented in

200 MeV steps. As long as the width of the particle was broader than 200 MeV, any particle

within the explored energy range would have been observed. At these intervals, the very narrow

resonance observed at the AGS could have easily been overlooked. Nevertheless, the new reso-

nance was measured in hadronic,e+e−, andµ+µ− decay channels revealing the same narrow

resonance with a width less than 1.3MeV/c2. Both groups received credit for the discovery.

The group from the West Coast dubbed the new particle theψ and the East Coast group called it

the J particle. Even at the time of the original publications it was suggested that this resonance

might contain the previously predicted charm quark.

2.2 Theoretical Description

Since its discovory in 1974 theJ/ψ and other charmonium states have been well understood

theoretically. Charmonium is the bound state of a charm and anti-charm quark. For the purpose

of this discussion it will be considered as a simple two body system. Since the relative velocities

8



Figure 2.1: The first experimental observations of theJ/ψ were made independently by exper-
iments at BNL (left)[3] and SLAC(right)[4].
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are rather smallβ ≈ 0.5 compared to systems of lighter quarksβ ≈ 0.8, thecc̄ pair may be

treated non-relativistically. The charm quark having a coulombic charge of 2/3 that of the

electron and the anti-charm -2/3 that of electron are thus attracted by the electrostatic potential.

VElectric(r) = − q2

4πr
(2.1)

Since quarks also carry a color charge, the pair experiences an attractive force from the

strong confining linear potential

VColor(r) = κr, (2.2)

whereκ is the string tension coefficient. The resulting Hamiltonian of combining these poten-

tials is therefore

H =
p2

2µ
− q2

4πr
+ κr. (2.3)

By solving a Schr̈odinger equation that incorporates this asymptotic behavior of QCD, the

spectrum of states can be derived [5]. The relevant quantum numbers are then the same as that

for positroniun, and spectroscopic notation for the various states is thenn2S−1LPCJ . Since the

charm quarks are fermions with spin1/2 they can have their spins anti-aligned to form the spin

singlet state (S=0) or aligned to form a spin triplet (S=1). N is the principle quantum number

associated with radial excitations.J is the total angular momentumL + Sz. Furthermore, the

charmonium states are eigenstates of parity (P) ,P = −(−1)L,and charge conjugation (C),C =

(−1)L+S . By 1981 a rich spectrum of charmonium states,ηc(11S0), J/ψ(13S1), χc0(23P0),

10



χc1(23P1), χc2(23P2), andψ′(23S1), had been observed primarily ine+e− experiments as

shown in Figure 2.2.

A limitation of the previous exploration ine+e− colliders is that the annihilation can only

readily form the charmonium states with the same quantum numbers as the photon, namely

theJ/ψ andψ′(2S) . The study of other states was limited by the resolution of the detection

equipment since they are produced mainly as radiative decays of theψ′. Intense antiproton

beams with a small momentum spread were made available with the development of stochastic

cooling; charmonium could then be studied in hadronic production [26]. The precise knowledge

of the beam energy effectively allows the measurement of the initial state energy rather than

reconstruction of the energy of the final state. The first such study was made at the CERN ISR

and later by the E760 Collaboration using the Fermilab Antiproton Accumulator. Systematic

studies of decay branching ratios, and feed down contributions such asψ′ → J/ψ + γ, are

critical to the use of charmonium as a probe of nuclear matter.

2.3 Direct Production Mechanisms

The production of charmonium has been studied under a variety of conditions. Our primary

interest here is that of the interaction of a nucleon constituent with another nucleon constituent.

At RHIC energies the predominant charmonium production process is gluon fusion. Never-

theless, deep inelastic scattering (DIS) measurements have provided important insight into the

process of charmonium production and valuable tests of competing models. There are currently

three models used to describeJ/ψ production, listed in historical order, the Color Evapora-
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Figure 2.2: Charmonium spectrum with theoretical predictions of J. R. Richardson in paren-
thesis(left). The lowest lying charmed meson channels and the measured position of vector
mesons(right). [5]
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tion Model, the Color Singlet Model, and the Color Octet Model. Each of these models must

address both the perturbative, short-range process of the quark anti-quark production, and the

non-perturbative, long-range evolution of the pair into a physical state. All observed matter is

color neutral. However, there are two possible classes of states in which an arbitrarycc̄might be

initially formed, a color singlet or a color octet. The color singlet state is already color neutral.

However, a color octet state has color that must be neutralized (by radiating a colored gluon)

before it can be observed. Models that include formation of colored states must account for this

required neutralization in the long-range evolution of the pair. Furthermore, each model must

match measured absolute production cross-sections, production ratios of heavy quarkonium

species ( i.e.σψ′/σJ/ψ ), production transverse momentum dependence, and the transverse mo-

mentum dependent polarization. The heavy-quark formation process occurs on distance scales

of 1/mQ while the transition to the physical quarkonia occurs on scales of1/mQν wheremQ

is the mass of the quark andν is the relative velocity between the quark pair.

Common to all models is a required description of the partonic content of both hadronic

projectiles and hadronic targets. At high energies, the valence quarks carry a small fraction

of the total momentum; they primarily act as sources for gluons and other partonic degrees of

freedom. The Parton Distribution Function (PDF) quantifies the probability of finding a parton

carrying a fraction (x) of the total hadron momentum. The Feynman x (xF = pz/pzmax) of

a particle is an experimental observable given by the ratio of the longitudinal momentum to

the maximum possible longitudinal momentum. By measuring thexF of produced particles

directly resulting from the initial hadron-hadron collisions, one can determine the parton dis-
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tribution functions using the following relationship wherex1 andx2 are the partonic fractional

momentum of the target and projectile.

x1,2 =
1
2
(±xF +

√
x2
F + 4m2/s) (2.4)

Systematic measurements of particle production from a variety of experiments are then used

simultaneously in a single analysis to constrain these distributions as in [27].

2.3.1 Color Evaporation Model

The Color Evaporation Model (CEM) was developed in 1977 by Harold Fritzsch to apply QCD

to charmonium production in hadronic collisions [28]. Early successes were achieved in apply-

ing the model toJ/ψ production inπ+/− + Cu collisions measured by CERN-Omega [29].

The CEM allows both color singlet and color octet states to evolve non-perturbatively into

aJ/ψ [7]. Essentially, anycc pair with invariant mass between twice the charm mass and twice

theD meson mass is considered independent of its spin and color state. The presumption is

that any color can be later radiated by a soft-gluon in an interaction with the collision-induced

color field. The charm and anti-charm quarks may then combine with lighter quarks to produce

charmed mesons or the pair could evolve into one of the charmonium states. The production

cross section of a charmonium stateH is thus given by:

dσCEM (H +X) = fH

∫ 2MD

2mc

dMcc̄
dσ(cc̄+X)

dMcc̄
(2.5)

A phenomenological parameter,fH , is used to designate the constant fraction of this mass-
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region which evolves to a particularcc bound state [30]. Therefore, this model is unable to make

any predictions about varied production of differentcc states; the predicted production ratio’s

of different states are necessarily energy-independent. This is consistent with hadroproduction

data at Fermilab [31]. The model is also consistent with the longitudinal momentum distribution

over a range of energies and a variety of projectile-target systems although the normalization

must be determined from the data itself. The model has no predictive power of thepT distribu-

tion at lowpT ; there is no way to separate the contributions of intrinsic transverse momentum

of the initial partons and momentum fluctuations in the neutralizing color field. Furthermore,

the same soft processes that “white-wash” the color from the color-octet state would also wash

out any polarization. Therefore, the CEM predicts no polarization in theJ/ψ production.

2.3.2 Color Singlet Model

In the color singlet model (CSM) the charmonium is formed as a non-relativistic bound state of

charm and anti-charm [6] . This model assumes that theqq̄ pair is initially produced in the color

singlet state with appropriate spin (S) and orbital angular momentum quantum number (L) to

evolve to a bound state2S+1LJ with total angular momentum quantum number (J). The color

of thecc̄ pair is removed via the radiation of a hard gluon as shown in Figure 2.3. The relative

momentum of theqq̄ pair inside the quarkonium is assumed to be small compared to the mass

mQ of the heavy quark so that theqq̄ pair will not dissociate to form heavy mesons.

The CSM assumes that the color neutralization process of gluon emission occurs on the

perturbative scale. This assumption is only valid if all of the momentum scales are sufficiently
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Figure 2.3: The color singlet process used in the Color Singlet Model [6].

large. However, for theJ/ψ andψ′ to neutralize its color a gluon must be emitted. The model

is then limited to a lowpT of theJ/ψ, so then thepT -integrated yield includes a region of phase

space where this emitted gluon is ”soft”. While quarkonium production had traditionally been

calculated with this model at low collision energies; however, hadroproduction of charmonium

is not well described even at center-of-mass energies of 50 GeV [32]. Direct production of the

J/ψ relative to contributions from feed down from excited states is underpredicted by a factor

of 5 and the essentially unpolarizedJ/ψ andψ′ has not been reproduced.

2.3.3 Color Octet Model

The Color Octet Model (COM) utilizes an effective field theory, non-relativistic QCD (NRQCD)

developed by Caswell and Lepage in 1986 [33]. This model incorporates the contributions of

both color-singlet and color-octet production mechanisms. Some of those that are relevant for

hadroproduction are diagramed in Figure 2.4 along with the correspondingpT scaling. Contrary

to its name, relativistic effects that are neglected in the CSM model are considered within the

COM by incorporating relativistic corrections.
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In the NRQCD factorization there are several scales that relate to specific dynamics in

mesons containing a heavy quark. The heavy-quark mass,mQ, sets the overall scale of the

rest energy. The typical relative momentum of the quarksmQν determines the physical size of

the meson whereν is the relative velocity of the heavy quark pair. The kinetic energy,mQν
2,

sets the scale of the splittings of radial excitations and orbital angular momentum. Finally, the

spin splittings are of the scalemqν
4 [34]. The NRQCD factorization is valid as long as these

scales are well separated. As the quark mass increases the relative velocity decreases. The

typical relative velocity squared is about 0.3 for charmonium. Therefore the assumption that

(mqν
2)2 � (mqν

2) � (m2
q) is reasonably good for charmonium; this would not be valid for

lighter quarks [18].

Figure 2.5 demonstrates the success of this model to reproduce directJ/ψ production at

high pT in pp̄ collisions at the Tevatron. However, as noted by Nayak [18] the COM model

at low transverse momentum is sensitive to the intrinsic motion of the initial parton inside the

colliding nucleon. This results in the corruption of both color singlet and color octet production

predictions. Therefore,J/ψ production calculations at RHIC energies are only calculated at

pT > 2 GeV/c.

2.4 Production and Suppression in Nuclear Targets

2.4.1 Normal Nuclear Absorption

Nuclear absorption of theJ/ψ was first studied by C. Gerschel and J. Hüfner in 1988 [25]

based onJ/ψ measurements from the NA38 experiment. At that timeJ/ψ production had
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Figure 2.5: Color Octet Model contributions toJ/ψ production at hightpT [7].

been measured in a variety of projectile and target systems including projectiles of protons,

antiprotons, pions, photons, and nuclei. However, a uniform quantitative comparison of these

data were not in hand. In this publication they explored a common data analysis procedure. In

the case of a nuclear target, anycc̄ pair created by an initial collision that might later evolve

into aJ/ψ could be dissociated by an interaction with nuclear matter. The more nuclear matter

that a charm pair must traverse for a given system the more likely thecc is to be dissociated.

Gerschel and Ḧufner calculated this mean path length, L, through the nuclei for the variety of

systems. In their 1992 publication the production ofJ/ψ in p-A collisions was described by the

following equation.

σpA = AσpN exp[−ρ0σ
ψN
abs L] (2.6)
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The cross section of production forp + A → J/ψ + X is σpA where A is the number

of nucleons in the target nucleus,σpN is theJ/ψ production cross section of a proton on an

individual nucleon,ρ0 is the nuclear density, andσψNabs is the absorption cross section of aJ/ψ

on a nucleon. The coefficient of the exponential characterizes the initial production while the

exponential factor characterizes the dissociation of the charm pair.

In 1992 Gerschel and Ḧufner demonstrated universal scaling ofJ/ψ cross sections with the

variableL. Figure 2.6 demonstrates the success of this interpretation to describe the experi-

mental data. The extracted cross section for aJ/ψ to dissociate by colliding with a nucleon

wasσψNabs = 6.2 ± 0.3mb [35]. This cross section was independent of projectile,p, p̄, π, and

γ and energy. For nucleus-nucleus collisions a consistent absorption cross section was found

σψNabs = 5.8 ± 1.8mb. This did not agree with theJ/ψ nucleon cross section extracted from

photoproduction experiments[36],σψNabs = 3.5± 0.8± 0.5mb.

Another convention for describing the scaling of particle production, such asJ/ψ produc-

tion, relative to the size of the target is the following expression,σA = σN × Aα. The cross

section of theJ/ψ production on a nucleon isσN andA is the number of nucleons in the target.

By making measurements ofσA for several values of A,α can be experimentally extracted. If

the process scales precisely with the number of binary nucleon-nucleon collisions,α = 1. Any

enhancement over binary scaling will result inα > 1, andα < 1 indicates the process scales

less than the number of binary collisions. The E866 Experiment has recently measured the A

scaling inJ/ψ andψ′ production over a range ofxF [9]. The data show in Figure 2.7 that at

smallxF theψ′ has a smaller scaling than theJ/ψ while at largerxF they have very similar
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sions, like for Drell-Yan, but the formed bound states can be destroyed by (strong)
interactions while moving through the target nucleus, so that the number of finally
observed charmonia states is suppressed relative to the linear A-dependence.

Recent measurements of D meson hadroproduction have confirmed that open
charm scales linearly with the number of nucleons in the target [9], as expected for
hard processes, supporting final state absorption of bound cc̄ states as the correct
explanation of the J/ψ results collected with nuclear targets.

An appropriate variable to parametrise the measured J/ψ cross-sections should
then be the number of nucleons that the created state can potentially interact with [10].
This number can be calculated as the product ρL, where ρ is the nuclear density dis-
tribution and L is the length of nuclear matter the cc̄ state traverses while escaping
from the interaction region. In our calculations we have used Woods-Saxon nuclear
densities, with the numerical values of Ref. [11]. The path length L is calculated, for
each impact parameter of the collision, b, as an average over a realistic distribution
of cc̄ production points, following the Glauber formalism [12]. The calculated values
are reported in Table 1.
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Figure 3: J/ψ cross-sections per nucleon, times b.r., plotted as a function of L. The
450 GeV values are rescaled to the 200 GeV kinematics. The dotted line shows the
best fit to the simple function exp(−σψabs ρ0 L), while the closed circles are the result
of a more refined ‘Glauber’ calculation (see the text for details).

Figure 3 shows the measured J/ψ cross-sections per nucleon-nucleon collision as
a function of the average value of L. As a first order approximation, the charmonium
“survival probability” can be simply parametrised as exp(−σψabs ρ0 L), where ρ0 is the

4

Figure 2.6: Normal nuclear absorption observed to scale with the mean path of theJ/ψ out of
the nuclear medium[8].
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a differential cross section shape versus pT derived from
our data.
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FIG. 3. α for the J/ψ versus xF for the three different data
sets (top) and for the J/ψ and ψ′ after the data sets are com-
bined (bottom). Values are corrected for the pT acceptance,
as discussed in the text. These corrections (∆α) have a maxi-
mum value of 0.06 and are shown using the right-hand vertical
scale in the top panel. The relative systematic uncertainty be-
tween α for the J/ψ and ψ′ is estimated to be 0.003, while
the absolute systematic uncertainty is 0.01 in α; neither is in-
cluded here. The solid curve represents the parameterization
discussed in the text.

The resulting dependence of α on xF is shown in Fig. 3
and listed in Table I. The systematic uncertainty of 1% in
the corrected α is dominated by the pT acceptance cor-
rection. α for the J/ψ is largest at values of xF of 0.25
and below but strongly decreases at larger values of xF .
For the ψ′ α is smaller than for the J/ψ for xF < 0.2,
remains relatively constant up to xF of 0.5 (becoming
slightly larger than for the J/ψ) and then falls to values
consistent with those for the J/ψ for xF > 0.6. The sig-
nificance of the overall J/ψ, ψ′ difference for xF < 0.2
is about 4 sigma with respect to the statistical and rel-
ative systematic uncertainties. This difference is con-
sistent with less accurate results obtained by NA38 for
p-A at 450 GeV/c [6], but is inconsistent with the quoted
NA38 result that also included the p-p and p-d data from
NA51. Although slightly larger α values for the ψ’ than
for the J/ψ can be seen near xF = 0.55, we should point
out that if instead we emphasize the velocity of the cc̄
and plot α versus rapidity, then the agreement is quite
good in this region. The reduced α at small xF is also ev-
ident in Fig. 2 where α for the ψ′ falls consistently below
that for the J/ψ at low pT for the SXF data set.

Our results for the J/ψ α can be represented for con-
venience by the simple parameterizations shown as solid
lines in Figs. 2 and 3: α(xF ) = 0.960(1 − 0.0519xF −

TABLE I. α versus xF [20] for the J/ψ and ψ′. α is defined
by σA = σN×Aα and is equal to one if there is no suppression
and the cross section scales simply as the number of nucleons.
The average momentum fraction of the struck parton, x2 [21],
and the center-of-mass rapidity, ycm, are also shown. An
additional systematic uncertainty of 1% is not included here.

〈xF 〉 〈ycm〉J/ψ 〈x2〉J/ψ αJ/ψ 〈ycm〉ψ′ 〈x2〉ψ′ αψ′

−0.065 −0.390 0.1192 0.962(7) −0.344 0.1346 0.929(24)
−0.019 −0.115 0.0902 0.953(3) −0.104 0.1056 0.918(14)
0.027 0.161 0.0679 0.955(2) 0.132 0.0828 0.931(11)
0.075 0.433 0.0511 0.955(2) 0.369 0.0645 0.932(11)
0.124 0.680 0.0395 0.952(3) 0.588 0.0513 0.931(12)
0.173 0.896 0.0316 0.955(4) 0.785 0.0418 0.913(18)
0.223 1.091 0.0262 0.951(6) 0.974 0.0347 0.940(22)
0.277 1.288 0.0213 0.917(11) 1.144 0.0293 0.923(36)
0.332 1.427 0.0182 0.916(6) 1.281 0.0253 0.910(18)
0.381 1.551 0.0160 0.888(7) 1.401 0.0223 0.884(16)
0.431 1.663 0.0142 0.875(6) 1.512 0.0199 0.885(15)
0.481 1.764 0.0128 0.852(5) 1.614 0.0179 0.874(16)
0.531 1.858 0.0117 0.831(5) 1.705 0.0163 0.881(16)
0.582 1.945 0.0107 0.811(5) 1.791 0.0150 0.845(20)
0.632 2.026 0.00984 0.789(6) 1.869 0.0138 0.751(25)
0.682 2.098 0.00916 0.772(5) 1.942 0.0129 0.790(36)
0.732 2.166 0.00855 0.772(7) 2.009 0.0120 0.718(49)
0.781 2.228 0.00804 0.739(10) 2.071 0.0113 0.727(69)
0.828 2.286 0.00760 0.760(17)
0.873 2.338 0.00723 0.733(32)
0.913 2.383 0.00698 0.611(71)

0.338x2

F ), and α(pT ) = Ai(1 + 0.0604pT + 0.0107pT
2),

where Ai = 0.870, 0.840, 0.782 and 0.881 for the SXF,
IXF and LXF datasets and for the NA3 data, respec-
tively.

A comparison of our results with earlier data from
E772 at 800 GeV/c [1] and also with NA3 at 200 GeV/c
[4] is shown in Fig. 4. It illustrates that the suppres-
sion seen for J/ψ production scales with xF but not
with pLABJ/ψ above about 90 GeV/c, which corresponds to
xF > 0.05 for our data and to xF > 0.4 for NA3. Also of
interest in these figures is a comparison of our results with
those of E772. At the small-xF end of the E772 data their
published results drop significantly below our results. As
was discussed above, the E772 data have severe narrow-
ing of the pT acceptance for their smallest xF bins, and
a large correction that could easily bring the E772 points
into agreement with our data is expected. Similar argu-
ments hold for the E789 J/ψ data (not shown) at small
to negative xF [3], where we estimate about an 8% cor-
rection which would bring those results into agreement
with ours. On the other hand, the large xF results from
E789 [2] appear to be high by more than their systematic
uncertainty of 2.5%.

The suppression of J/ψ production near xF = 0 is usu-
ally thought to be caused by absorption, the dissociation
of the cc̄ pair by interactions with the nucleus or comovers
[8] into separate quarks that eventually hadronize into D
mesons. This model is supported by both the increased
suppression of the ψ′ that we observe near xF = 0 and

3

Figure 2.7: ThexF dependent scaling ofJ/ψ andψ′ production measured by the E866 experi-
ment [9]

22



scaling. Two possible contributions to this behavior are initial energy loss and pre-resonant ab-

sorption. Firstly, inelastic collisions of the projectile on the target nucleon prior to the creation

of anycc̄ resonance would have the effect of shifting down the parton distributions to a lower

fractional momentum suppressing the production at the most forwardxF . Secondly, the con-

vergence of theψ′ and theJ/ψ at highxF may indicate absorption of a common pre-resonant

state discussed later in section 2.4.3.1.

2.4.2 The Medium of Heavy-Ion Collisions

In a heavy-ion collision, a large amount of energy is deposited in a very small volume. At the

Relativistic Heavy Ion Collider at Brookhaven National Lab, the collider accelerates gold nuclei

to energies such that each nucleon has an energy of 100 GeV. Since there are 197 nucleons in

a Au nucleus, the total energy is 19.7 TeV for the nucleus. For the collider, the lab frame is

the same as the center-of-mass frame; a total of 39.5 TeV of energy is for a short time in a

very small volume. For the proposed Large Hadron Collider at CERN there will be a center-of-

mass energy of 3 TeV per nucleon, 1262 TeV in Pb+Pb collisions. The volume over which this

energy is distributed is determined by the nuclear radius; the nuclear radius of gold is about 7 fm.

However, the initial volume is much less than that of colliding spheres, since in the lab frame

the highly relativistic nuclei experience a Lorentz contraction. How is this energy distributed?

What are the particles that carry this energy? How do they interact with one another? We will

now discuss dynamics of a heavy-ion collision from several plausible perspectives.

Since each nucleus is comprised of individual nucleons, we will first look at what happens
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when two nucleons collide. The inelastic cross section of nucleon-nucleon collisions,σNNin,

is a significant fraction of the total cross section,σNNtotal. If this were not the case, a nuclear

collision would merely break up the nucleus and scatter the constituent protons and neutrons.

In fact, the inelastic cross section is about 75% of the total cross section. In a nucleon-nucleon

collision the net number of baryons is two. Since the net baryon number must be conserved,

there must be two baryons in the final state. Typically, the collision results in each nucleon

having lost about half its initial energy; this energy is primarily dissipated in the production

of particles. The volume of the collision can be divided into two regions in the longitudinal

direction. The kinematic variable, rapidity is given byy = tanh−1(pz/E) wherepz is the

longitudinal momentum of a particle andE is the energy of the particle. This observable is con-

venient to study the longitudinal dependence of particle production. Since baryon number must

be conserved and the colliding nucleons typically retain some fraction of their initial energy,

there is a high probability that in the regions at the largest rapidity there will be particles that

resemble the incident particles. These forward regions are called the fragmentation region; the

particles that resemble the incident particles within the fragmentation region are called leading

particles. The intermediate region is made up of the produced particles. The study of this in-

termediate region offers a unique opportunity to explore the properties of hot, dense hadronic

matter macroscopically.

2.4.2.1 Hot, Dense Hadronic Gas

At RHIC energies the nuclei have passed through one another after only 0.1 fm/c or3×10−25

s. In the wake of the collision are primarily pions which make up 80-90% of the produced
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particles; they are the lightest of the mesons with a mass of140MeV/c2 and therefore most

readily created. Also present, in what may be significant numbers, is theρ meson. As the

volume expands and the system cools, reactions among particles are no longer sufficiently

energetic to alter the chemical content of the system resulting in chemical freeze-out. The

population of various particle species at this point in the collision will largely determine the

particle production ratios observed in the laboratory. As the expansion of the volume contin-

ues the density of particles is sufficiently small such that particles no longer collide elastically

resulting in kinetic freeze-out. Assuming sufficient time for thermal equilibrium, the temper-

ature at which the kinetic freeze-out occurs will be preserved in thepT spectra of particles.

Production of these particles at mid-rapidity scales primarily with the number of participant

nucleons (rather than the number of nucleon-nucleon collisions) indicating that they are primar-

ily produced through ”soft”, non-perturbative processes. There are several scenarios utilized to

describe this medium: measured particle momenta and spectra indicate a thermalized medium

and azimuthal anisotropy measurements suggest hydrodynamic flow.

2.4.2.2 The Quark Gluon Plasma

Another possible scenario may be relevant if the density of these particles in collisions at CERN

and RHIC is great enough that it would no longer make sense to consider these as color-confined

hadrons. In the standard model, the fundamental particles of the universe are leptons, quarks,

and the bosons that mediate their interactions. There are six quarks arranged into three family

of doublets, the down(d) and up(u), the strange(s) and charm(c), and the bottom(b) and top(t).

These quarks carry electric charges that are fractions of the electron charge, the first of each
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doublet -1/3 and the latter 2/3. In addition, each quark carries a color charge. The theory of the

interactions of these color charges is quantum chromodynamics. It is a quantum field theory

analogous to quantum electrodynamics (QED).

The nucleons of normal nuclear matter are comprised of three quarks of the first family, the

proton (uud) and the neutron(udd). Thus QCD is also the theory that describes the strong

interactions of the nucleus. Quarks are point-like and confined to one or more other quarks

in a hadron by a binding potential which increases linearly with their distance of separation.

Therefore, it would take an infinite amount of energy to separate a quark from its partner. A

hadron consisting of a quark and its anti-quark is called a meson while a hadron of three quarks

is called a baryon. Each quark carries baryon number of 1/3 so that a baryon has baryon number

of 1 and a meson has baryon number of 0. While quarks are point-like, hadrons and specifi-

cally nucleons have an associated finite spacial extent over which the quarks are distributed. If

nucleons were both elementary and incompressible, a high density limit of matter would exist

when in a state of close packing. However, a composite nucleon will instead begin to overlap

other nucleons as they are they are packed more densely. In this state, it no longer makes sense

for a quark to be bound to the other constituents of the nucleon. This does not mean the quark

can now be isolated nor individually detected, but rather the quark is no longer bound to the

nucleon and now free to move about within the larger system. If that color-deconfined system

is also in thermal equilibrium, a Quark Gluon Plasma is formed.

In a nuclear collision where energy densities may reach ten times that of normal nuclear

matter, it is predicted that a QGP will be formed. Attempts have been made to study this matter
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theoretically within QCD lattice calculations. These studies predict a critical temperature, a

melting point for hadronic matter, ofTC ≈ 150 − 200MeV depending on model assumptions

[24]. One of the most critical characteristics is the nature of the transition itself: Is the melting

a first order transition? Can a mixed phase of color-confined and color-deconfined matter exist?

For the most realistic case of two light quark flavors and one heavy flavor quark, the order of

the transition depends on the specific estimates of the quark masses. With ambiguity of the

calculation in this simplified system, rigorous application of QCD to the inhomogeneous un-

equilibrated medium of very complex heavy-ion collision poses a challenge beyond the ability

of current frameworks.

2.4.2.3 Melting Color-Glass Condensate

At the large energies of modern colliders the nuclei involved in collisions are highly relativistic

and therefore a new paradigm has been introduced to consider the resulting modifications to the

initial state [37]. The color charges within the hadron are propagating at nearly the speed of light

and therefore the internal dynamics which are typical with in the hadron rest frame are frozen by

Lorentz time dilation in the collision center-of-mass frame. Applications of perturbative QCD

have been made to a variety of high-energy physics processes. In order for a QCD processes to

be calculated perturbatively, the process must be hard; the momentum transfer must be larger

than the QCD scale,Q2 � Λ2
QCD. In high-energy collisions the center of mass energy,

√
s, is

very large such that the fraction of momentum carried by the relevant partons isx ' Q2/s� 1.

However, the QCD linear evolution equations predict such a rapid growth in the parton densities

at low x that it violates unitary constraints. Furthermore, the low x gluons that have transverse
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momentum below the non-perturbative validity region. This represents the “small-x” problem

of QCD. At low x the probability that a gluon of the hadron will interact with another gluon of

the same hadron becomes relevant. This is neglected in the standard BFKL evolution equation,

and the momentum at which this becomes relevant is called the saturation momentum.

With sufficiently large nuclei or sufficiently high energy, the saturation momentum is large

enough to be above the hard scale and perturbative QCD is applicable. The paradigm used to

describe this system is the Colored Glass Condensate (CGC).

• Color characterizes the partons which carry color charge.

• Glassmakes the analogy to systems of frozen disorder.

• Condensatecharacterizes the large occupation numbers of gluon modes at the saturation

momentum. In fact, they are at the maximum value allowed by repulsive gluon interac-

tions, a Bose condensate.

The CGC then is an classical effective field theory which provides the initial conditions of

the colliding nuclei. It is a relatively new model, but has already successfully described hadron

yields in nucleus-nucleus collisions at RHIC. The initial conditions provided by this description

will certainly affect the initial production of particles as described in section 5.2.1.

2.4.3 Charmonium Interaction with the Medium

An understanding of the production ofJ/ψ within nucleus-nucleus collisions at CERN and

RHIC will require that we consider how charmonium interacts with the media previously de-

scribed. We have previously looked at the dissociation of charmonium through interactions
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with the nuclear matter, primordial nucleons of the original target. However, once these primor-

dial nucleons pass they leave behind the expanding media of produced particles. We will now

consider the effect of this medium on the life of aJ/ψ .

2.4.3.1 Formation Time

Since theJ/ψ is created in the initial hard collisions, not only will the matter in which theJ/ψ

finds itself change with time as the system evolves, but theJ/ψ itself must evolve over some

time into a physical state. If this time is significant relative to the time theJ/ψ spends inside

the medium then this must also be considered. Several different approaches have been made to

calculate this effect.

The formation time can be estimated in a simple model. Assuming thecc̄ originate at the

same space point the virial theorem can be used to estimate the relative velocity of the quarks

as they move away from each other. The time it takes the quarks to separate the distance

characteristic to a particular charmonium state can then be calculated. The cross section of

the charmonium on a nucleus is then proportional to its time dependent radial separation. This

effect was first calculated by Farraret al. [38].

The uncertainty principle offers another perspective on formation. When acc̄ pair is created

it takes some time for it to realize which mass state it occupies. This time is related to the split-

ting of the mass states so that this formation time istf = EJ/ψ/(M2
ψ′−M2

J/ψ) [39]. The NA50

Experiment has measuredEJ/ψ ≈ 50GeV. The derived formation time of∼ 25fm/c in the lab

frame suggests the possible relevance of this effect. A more rigorous quantum mechanical cal-

culation was performed by Kopeliovichet al [40]. Thecc̄ was treated as a harmonic oscillator
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evolving in the medium. This result of this calculation predicted enhancement of theψ′as the

cc̄ pair evolves within the nucleus.

The effect of this formation time might explain the scaling of theJ/ψ andψ′ production

observed the E866 experiment. At smallxF thecc̄ fully hadronizes within the nuclear medium;

therefore, there is a different absorption for theψ′ and the more tightly boundJ/ψ. At large

xF the charmonium hadronizes outside the nuclear medium. Only the pre-resonantcc̄ nucleon

cross section is sampled along the path of the evolving charmonium.

2.4.3.2 Color Screening

In 1986 Matsui and Satz predicted that the color screening of acc̄ would be a signature of quark

gluon plasma formation [41]. While others hinted at similar effects [42], this publication was the

first quantitative study. They proposed that if a QGP is formed in a nucleus-nucleus collision,

then anycc̄ pair that would have normally evolved into bound charmonium would be color

screened from one another. Instead of a final state of bound charm, thec and c̄ would instead

pair up with the more abundant lighter quarks to form charmed mesons at the hadronization.

In a QGP where other quarks and gluons are in close proximity to thecc̄ pair, their color

charge will screen one charm quark from“seeing” the anti-charm quark. This type of screening

is called Debye screening analogous to the electric charge screening in Quantum Electrody-

namics. Thus the potential of Equation 2.3 is modified in two ways within the QGP. The string

tensionκ is weakened with the increase in temperature. Normal matter is color confined when

the string tension does not vanish. Matter is deconfined when there is some distance for which

the string tension does vanish. The result is a Yukawa type potential of the form
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V (r) =
αeffe

−r/λD

r
(2.7)

whereλD is the Debye screening length. The Debye screening length is determined by the

temperature of the system. For a quark gluon plasma with three flavors of quarks evaluated

from the lowest order perturbative QCD, the screening length is given by

λD =

√
2

3g2

1
T

(2.8)

If the screening length is less than thecc̄ Bohr radius a given charmonium state by a ratio of

1.19 then no bound charmonium of that state can exist in the quark gluon plasma.

TheJ/ψ is an interesting probe then because it is very tightly bound and therefore its sup-

pression by a QGP will be as dramatic as the onset of the QGP itself. The onset of the transition

has been evaluated in a parton percolation model [10]. The medium of the collision is modeled

as color flux tubes connecting the receding primordial nucleons subsequent to their passage

through one another. In the transverse plane, these color flux tubes are then discs of some

characteristic size. The overlap of such discs represents a communication of the tubes in the

percolation sense as shown in Figure 2.8; a set of discs that overlap then form a cluster. When

the density of these tubes is low, there is very little overlap and the average cluster size is small;

when the density is very large there is one cluster that spans the entire system. The interesting

aspect of percolation is that the progression between these two extremes is not gradual; the av-

erage cluster size instead exhibits a rapid increase at a critical density of clusters as shown in the
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Figure 4: Parton density at central rapidity as function of the resolution scale Q at
√
s = 20

and 200 GeV, using PDF GRV94DIS.

Figure 5: Partonic cluster structure in the transverse collision plane at low (left) and high
(right) parton density

partonic clusters. The striking feature of this phenomenon is that the average cluster size
Scl does not grow as some power of n; instead, it increases very suddenly from very small
to very large values (see Fig. 6). This suggests some kind of geometric critical behavior,
and in fact in the ‘thermodynamic limit’ N → ∞, R → ∞, the cluster size diverges at a
critical threshold value nc of the density n,

Scl ∼ (nc − n)−γ, (3)

as n → nc from below. This appearence of infinite clusters at n = nc is defined as
percolation: the size of the cluster reaches the size of the system. The divergence is
governed by the critical exponent γ = 43/18, determined analytically, while the threshold

nc =
1.128

πr2
(4)

is obtained numerically or through analytical approximation [5]. Hence we obtain in the
limit of large systems

N

πR2
=

1.128

πr2
(5)

as percolation condition. Note that because of parton overlap, the manifold is at perco-
lation not totally covered by discs, even though the overall disc area slightly exceeds that
of the manifold: N πr2 = 1.128 πR2. In fact, one can show that at n = nc, the fraction

1 − exp{−1.128} ' 0.68 (6)

of the area πR2 is covered by partonic discs.
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Figure 6: The fractional cluster size and its derivative as function of the parton density n

Before we return to the study of nuclear collisions, we want to comment briefly on the
relation between percolation and thermal phase transitions [3, 6]. Some thermal critical
behavior, such as the magnetization transition for ferromagnetic spin systems, can be
equivalently formulated as percolation. However, percolation seems to be a more general
phenomenon and in particular can occur even when the partition function is analytic, i.e.,
when there is no thermal critical behavior. A specific example of this is the Ising model
in a non-vanishing external field, which has a percolation transition even though there is
no magnetization transition.

3.2 Parton Percolation

The results of the previous subsection tell us that in nuclear collisions there is indeed,
as function of parton density, a sudden onset of large-scale color connection. There is
a critical density at which the partons form one large cluster, losing their independent
existence and their relation to the parent nucleons. Parton percolation [7, 8] is thus the
onset of color deconfinement and although it is a necessary prerequisite for any subsequent
QGP formation, it does not require or imply any kind of parton thermalization.

Figure 2.8: The overlap of colored clusters in low density (upper left) and in high density
(upper right). The average cluster size (solid) and its derivative (dotted) as a function of the
cluster density.[10]
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lower panel of Figure 2.8. The implication then is if there truly is a phase transition to a QGP,

it should display this critical onset. Any probe sensitive to the transition likeJ/ψ suppression

should demonstrate this abrupt behavior.

This has driven one interpretation of the NA50 “anomalous” suppression data shown in

Figure 2.9. The first inflection in the data at anET ≈ 40GeV may be associated with the onset

of the QGP and the melting ofχc which would have transitioned to theJ/ψ had it not been

dissolved in the QGP. These are dissolved as soon as the critical density for deconfinement is

reached. However, theJ/ψ is more tightly bound and therefore does not dissociate until the

density is 60% larger; this may be interpreted as the source of the second inflection in the data.

2.4.3.3 Spontaneous Dissociation

Normally, theJ/ψ is bound by the electric and color potential discussed earlier. However, lat-

tice QCD calculations demonstrate that the potential depends on the temperature of the medium

in which thecc̄ finds itself [11].

V (r, T ) = −4
3
αse

−µ(T )r

r
− b(T )
µ(T )

e−µ(T )r (2.9)

whereb(T ) is the effective string tension andµ(T ) is the effective color screening. This simi-

larly effects the other bound states ofcc̄ . Thus, the binding energy of charmonium states is a

function of the temperature as shown in Figure 2.10.

As the temperature rises the charmonium states will eventually no longer be bound. Above

this temperature thecc̄ could dissociate spontaneously as soon as an available transition sat-
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Figure 9. The J/ψ survival probability as function of the measured transverse energy ET
for Pb−Pb collisions at SPS energy; the dashed line corresponds to collisions with fixed
ET − b correlation, the solid line includes the experimental ET − b smearing. The circles
show the 1997, the squares the 1998 data.

average number (dNg/dy)y=0 of gluons per wounded nucleon. It is conceivable that very
central collisions reach into the tail part of the multiplicity distribution, with a larger
number of hadrons and hence also gluons. This would lead to a larger suppression for
very central collisions. At the SPS, the NA50 collaboration can check if the basis for
this exists. By combining measurements of hadron multiplicity, transverse energy ET and
forward energy EZDC, it is possible to study the number of hadrons per wounded nucleon
as function of ET and check if there is an increase at highest ET values.

Finally we address briefly the comparison of our results on parton percolation to the
ET -dependence of the actual data, which contain an additional smearing due to the fact
that a given ET bin corresponds to a range of impact parameters and hence parton den-
sities. Including this effect in the standard way [22], we obtain the result shown in Fig.
9. Included in this figure are the 1997 [24] and the 1998 data [1,2] with minimum bias
determined Drell-Yan reference. The high ET points of the 1997 data show an enhance-
ment due to rescattering effects, which are removed in the 1998 data using a thinner
target. While reproducing the overall behaviour, our results clearly show deviations from
the data in detail. As mentioned, the levelling-off of our curve at high ET would have to
be modified if an increase in the multiplicity per wounded nucleon at high ET should be
observed. Another possible modification could enter through a density-dependent char-
monium dissociation. We have here assumed that all χ’s melt once the critical density
is reached. Allowing a partial survival chance, which decreases with increasing density,
would lead to a steeper drop of the suppression with nparton as well as with ET . One
possible source for such an effect would be the finite life-time of the deconfining medium
in actual nuclear collision, as seen e.g. in the parton cascade model to be discussed in the
next section.

Figure 2.9: A percolation analysis of theJ/ψ survivability in Pb+Pb collisions at SPS. The
dashed-line is the likelihood theJ/ψ will escape the collision medium as a function of the
measured transverse energy indicating centrality of the collision. The solid line includes the
fluctuations in the correlation of a transverse energy measurement with the nuclear impact pa-
rameter. The filled circles are the 1997 data and the open squares are the 1998 data taken from
[10].
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the latter arises from the change of the external pressure which tends to confine the quark
with the antiquark. At the deconfinement phase transition temperature, the confining
interaction is expected to vanish. Hadron matter at high temperature provides an altered
environment which can lead to the spontaneous dissociation of a heavy quarkonium.

Using the Q-Q̄ interaction as inferred from lattice gauge calculations of Karsch et al.[4],
Digal, Petreczky, and Satz [5] recently reported theoretical results on the dissociation
temperatures of heavy quarkonia. Subsequent analysis using different parametrization of
the interaction and selection rules was given in [6] and will be described below.

To study the behavior of a heavy quarkonium at finite temperatures, we calculate the
energy ε of the heavy quarkonium state (QQ̄)JLS from the Schrödinger equation [6,7]

{

−∇ · h̄2

2µ12
∇ + V (r, T ) + (mQ +mQ̄ −M(Qq̄) −M(qQ̄))θ(R− r)

}

ψJLS(r) = εψJLS(r), (1)

where the energy ε is measured relative to the pair of lowest-mass mesons at r → ∞,
M(Qq̄) and M(qQ̄) are the masses of the open heavy-quark mesons, and R ∼ 0.8 fm. We
represent the interaction V (r, T ), as inferred from lattice gauge calculations of Karsch
et al.[4], by a Yukawa plus an exponential potential [8,7]

V (r, T ) = −4

3

αse
−µ(T )r

r
− b(T )

µ(T )
e−µ(T )r (2)

where b(T ) = b0[1 − (T/Tc)
2]θ(Tc − T ), b0 = 0.35

GeV2, µ(T ) = 0.28 GeV, and Tc is the deconfine-
ment phase transition temperature. We use a run-
ning αs and include spin-spin, spin-orbit, and ten-
sor interactions [6]. The eigenvalues of the Hamil-
tonian can be obtained by matrix diagonalization.
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Fig. 1. Charmonium states as a func-
tion of temperature.

3. Spontaneous Dissociation

Figure 1 shows the charmonium state energy
as a function of temperature [6]. The solid circles
indicate the locations of the dissociation tempera-
tures after taking into account the selection rules.
The dissociation temperatures are listed in Table
I.

Table I. Charmonium dissociation
temperatures Td in units of Tc

Charmonium ψ′ χc2 χc1 J/ψ
Td/Tc 0.50 0.91 0.90 0.99
Td/Tc 0.1-0.2 0.74 0.74 1.10

(Digal et al.)

We confirm the general features of the
results of Digal et al.[5], but there are
also differences as the dissociation tem-
peratures depend on the selection rules
and the spin-orbit, spin-spin, and other
details of the potential. Our results from
Fig. 1 and Table I indicate that the dis-
sociation temperatures of all charmonia,
obtained by using the temperature-dependent
potential of Eq. (2), are below Tc.

Figure 2.10: The binding energy of charmonium depends on the medium temperature[11].
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isfies the selection rules for the decay. Note that all the charmonium states listed reach their

corresponding temperature below the critical temperature of color deconfinement.

2.4.3.4 Thermalization

The charmonium produced in the initial hard scatterings are not in thermal equilibrium with the

medium. As a charmonium state collides inelastically with the hadrons of the medium there is

an excitation or de-excitation of the charm state. Once the charmonium in the system reaches

thermal equilibrium, the occupation of the charmonium states should follow a Bose-Einstein

distribution,

ni =
1

exp[(εi − µ)/T ]− 1
(2.10)

To illustrate the effect, consider aJ/ψ produced in a system well below the temperature

required for its spontaneous dissociation discussed in the previous section. Once theJ/ψ ther-

malizes there is a probability that it will find itself in an excited state whose dissociation tem-

perature is below the temperature of the system. This bound charm may then dissociate into a

charmed meson pair. The determination of the importance of this process would require evalu-

ating the decay rates of the various charmonium states as a function of temperature. This would

then provide the decay rate of the charmonium in the system,

dn

dt
= −

∑
i

λi(2Ji + 1)ni |εi≥εith (2.11)

whereλi is the decay rate of the dissociating excited quarkonium state i. The effect of this
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thermalization on the finalJ/ψ yield has been explored by Kharzeev, McLerran and Satz [43]

and they found no significant contribution to theJ/ψ absorption. However, this calculation

assumed a temperature-independent charmonium binding energy in contradiction to the more

recent calculation by Wonget al. [11]. While the latter calculation has not been carried through

to a quantitative estimate ofJ/ψ yields, Figure 2.11 demonstrates the potential of this process

to be an important component of suppression.

2.4.3.5 Hadronic Comover

While some of the collisions of the charmonium with the medium result in thermalization of

the charmonium, some collisions with medium hadrons may be violent enough to break up the

cc̄ . This source ofJ/ψ suppression was first suggested by S. Gavinet al.[44] and R. Vogt

et al. [45]. One attractive feature of this explanation is the allowance of a smaller nuclear

absorption cross section,σabs, since the measuredσabs in photoproduction is roughly half that

of hadroproduction. If comovers were really contributing to an effectiveσabs, this would bring

the actualσabs into closer agreement with that of photoproduction.

The significance of this effect to the absorption of charmonium is driven by particle densi-

ties of the medium, the temperature of the medium, and dissociation cross sections. The first of

these criteria is satisfied by pions since they comprise 80-90% of the produced particles. The

dissociation cross sections may be calculated using the quark-exchange model of Barnes and

Swanson [46] as shown in the upper panel of Figure 2.12. Assuming a Bose-Einstein distribu-

tion for the pions, the cross section can be estimated as a function of temperature shown in the

lower panel of Figure 2.12.
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By the dissociation of the excited heavy quarkonium, the occupation number is no longer
constant and the rate of dissociation of the quarkonium is

dn

dt
= −

∑

i

λi(2Ji + 1)ni

∣

∣

∣

∣

εi≥εith

, (6.5)

where λi is the decay rate of the dissociating excited quarkonium state i. These dissociation
rates for various excited heavy quarkonium states have not been evaluated. It will be inter-
esting to calculate these rates using explicit quark model wave functions and the formalism
discussed by Ackleh, Barnes and Swanson [26].

In order to appreciate the effect of dissociation by thermalization on quarkonium survival
probability, one can consider as an example the case of placing a J/ψ in a medium below
the dissociation temperature of J/ψ. If the J/ψ is not in thermal equilibrium with the
medium, then this J/ψ system will be stable against spontaneous dissociation. However,
with the approach of thermal equilibrium (by collision with particles in the medium) at
a temperature T , the initial J/ψ system will evolve into a mixed state with a probability
distribution to populate different states of the quarkonium system, some of which lie above
their dissociation thresholds at that temperature. As a result, a fraction of the charmonium
system will dissociate into open charm mesons, even though the temperature is below the
J/ψ dissociation temperature. Thus, a non-equilibrated J/ψ that is stable in the medium
may become partially unstable against dissociation when it reaches thermal equilibrium. The
dissociation probability of a quarkonium system depends on its state of thermal equilibrium
or non-equilibrium.
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Figure 2.11: The fraction of total charmonium above corresponding dissociation temperature
from [12].
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[10,18].
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Fig. 7. Total dissociation cross section of J/ψ in collision with π
for various temperatures as a function of the kinetic energy EKE.

We observe in Fig. 7 that the dissociation cross sections increase as the temperature
increases. Such an increase arises from decreasing threshold energies as the temperature
increases. At T/Tc = 0.95 the reaction π + J/ψ → D + D̄∗ is exothermic and the total
dissociation cross section diverges at EKE = 0. There is another cross section maximum of
about 10 mb at EKE ∼ 0.17 GeV, which arises from the π + J/ψ → D∗ + D̄∗ reaction. As
the temperature decreases, the cross section decreases. At the temperature of T/Tc = 0.7,
the maximum cross section decreases to about 5 mb at EKE ∼ 0.3−0.5 GeV. At T = 0, the
maximum cross section decreases to about 1 mb at EKE ∼ 0.7 GeV and the threshold is at
0.64 GeV [18].

We present similar results for the dissociation of Υ in collision with π in Fig. 7b. The
reactions remain endothermic even for T close to Tc. For T/Tc = 0.95 the maximum cross
section of about 15 mb occurs at EKE ∼ 0.2 GeV. As the temperature decreases, the
maximum of the cross section decreases and moves to higher kinetic energy. For T/Tc = 0.75,
the maximum cross section is about 4 mb and is located at EKE = 0.55 GeV. At T = 0, the
maximum cross section is about 0.6 mb at EKE ∼ 1.04 GeV and the threshold is at about
1.00 GeV [18]. The dissociation cross section is a sensitive function of the threshold.

The results in Figs. 7 indicate that over a large range of temperatures below the phase

18

transition temperature, dissociation cross sections of J/ψ and Υ in collisions with π are
large.
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Fig. 8. The average dissociation cross section of J/ψ and Υ in
collision with π as a function of the temperature.

In a hadron gas, pions collide with the heavy quarkonium at different energies. We can
get an idea of the energy-averaged magnitude of the dissociation cross section by treating
the pions as a Bose-Einstein gas at temperature T . In Figure 8, we show the quantity 〈σv〉
which is the product of the dissociation cross section and the relative velocity, averaged over
the energies of the pions. The quantity 〈σv〉 is about 3 mb at T/Tc = 0.70 and rises to
about 4.5 mb at T/Tc = 0.95 where the value of Tc has been taken to be 0.175 GeV [5].

VIII. DISSOCIATION OF HEAVY QUARKONIUM IN COLLISION WITH PIONS

We can estimate the survival probability of a heavy quarkonium in a hot pion gas in the
presence of this type of collisional dissociation. If we represent the survival probability S by
exp{−I}, the exponential factor I is given by

I =
∫ τfreeze

τ0
〈σv〉(τ)ρ(τ)dτ (8.1)

where σ is the dissociation cross section, v is the relative velocity between π and the heavy
quarkonium, ρ(τ) is the density of π at the proper time τ , and τ0 and τfreeze are the initial
proper time and the freeze-out proper time respectively. The quantity 〈σv〉 in Fig. 9 can be
represented approximately by

〈σv〉 ≈ 〈σv〉c(T/Tc), (8.2)

19

Figure 2.12: The dissociation cross section with aπ as a function the kinetic energy [12]. The
upper left panel shows this cross section for theJ/ψ for several temperatures. The lower panel
is the averageπ cross section as a function of temperatures for theJ/ψ andΥ.
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These cross sections may then be used to estimate the survival probability of theJ/ψ. The

medium is treated as a pion gas undergoing Bjorken type expansion with the initial conditions

relevant for both CERN and RHIC. A survival probability of 0.34 is estimated for the most

central Pb-Pb collision at158A ·GeV . For a central Au+Au collision at
√
sNN = 200GeV the

survival probability is only 0.04.

Similar calculations have also been made using the meson-exchange model with similar

results [47]. A quantitative comparison has been made of the CERNJ/ψ production central-

ity dependence of NA38 and NA50 with a model including nuclear absorption and comover

absorption [48]. The nuclear absorption is calculated utilizing the standard Glauber model nu-

cleon distribution and assuming a constantJ/ψ nucleon cross section. The density of comovers

is determined from the Dual Parton Model [49] and a constant comover absoption of1mb is

used. Figure 2.13 demonstrates the good agreement of this model, solid line, and the CERN

data except at the highest transverse energy. However, there is a possibility that the second

inflection at highET is an artifact of the analysis.

2.4.3.6 Coalescence

The previous discussion ofJ/ψ production and suppression has been limited to that of directly

produced charmonium. More recent models have predicted that at RHIC energies the increased

total charm production will allow the binding of uncorrelatedcc pairs. These models are moti-

vated by the production estimates of 10cc̄ pairs at RHIC energies in a central Au+Au collision.

Only a small fraction of these charm pairs would evolve into aJ/ψ while most will dissociate.

At lower energies if acc̄ pair is created, it is very unlikely that they would every find each other
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Figure 2.13: Comparison of the measuredJ/ψ - DY ratio of NA50 data to comover absorption
model of Armesto et al. [48].
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again to recombine as charmonium. However, at full RHIC energies it is possible that uncorre-

lated charm and anti-charm could combine to form charmonium. There have been four slightly

varied approaches to exploring this component of production.

• Gazdzicki and Gorenstein[50] have demonstrated that purely statistical model of char-

monium formation at QCD hadronization can account for the centrality dependence of

J/ψ yields at full SPS energies. This model does not make any reference to the dynamic

origin of thecc̄ .

• Braun-Munzinger and Stachel [51] use a statistical model assuming a fireball ofT = 160

MeV and baryochemical potential of 266 MeV. Like the previous model, all charm is

produced in the initial hard scattering and must be free to move within a deconfined QGP.

Therefore, the charm component is not in chemical equilibrium with the medium. A

charm-quark fugacity modifies the open and hidden charm thermal weights appropriate

for the number of primordialcc̄. This model thus requires an accurate assessment of total

charm production and understanding of the system at the time of hadronization.

• The model Thewset al.[52] differs from previous models in that the dynamic evolution

of the QGP fireball. The medium is assumed to be a ideal gas of free gluons and light

quarks. In this model, theJ/ψ is suppressed by interactions with the free thermal gluons.

However, the reverse reaction is also possible. As the fireball evolves the rates of these

competing processes are then integrated over the life of the QGP to determine theJ/ψ

yield.
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• Grandchamp and Rapp[13] utilize a two-component model to combine direct production

component and the model of Braun-Munzinger and Stachel for the statistical production.

This allows the same model to be applied to SPS energies as well as RHIC and the relative

importance of these contributions can be evaluated. This model will be further discussed

below.

The model of Granchamp and Rapp has a strength in its applicability to CERN and RHIC

energies. There are two sources ofJ/ψ production considered. First, the directJ/ψ’s are

produced by the primordial nucleon-nucleon collisions then subjected to dissociation in the

QGP followed by the dissociation in the hadronic phase. Second, statistical recombination of

independently producedc andc̄ at the hadronization of the medium may form theJ/ψ. Since

they are not formed until hadronization, they are not subjected to dissociation in the QGP but

may still be dissociated by comovers. Note that this model does not invoke any additional charm

production in the QGP phase.

Within the QGP the primary dissociation mechanism is “quasifree” destruction arising from

the in-medium modification to the chamonium binding energy. Within the hadronic phase the

primary means of dissociation is due to inelastic collisions withπ andρ mesons since these

are the most abundant in the hadron gas. These cross sections are produced using a SU(4)

effective theory but in good agreement with the more rigorous quark-exchange model. These

dissociation mechanisms can be evaluated over a range of temperatures within both media to

determine a lifetime of both theJ/ψ and its relevant feed-down states,ψ′, χc as shown in

Figure 2.14. The left panel shows the lifetimes within the QGP. At high temperatures all the
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the leading-order QCD process for quasifree g, q + c → g, q + c scattering with in-medium J/Ψ (Ψ′, χ) bound state energies.
The dotted curve results from photo-dissociation, gJ/Ψ → cc̄, assuming the vacuum dissociation energy.

1. Absorption on light hadrons

As a baseline calculation, we here reproduce results obtained in Refs. [37, 39] within a SU(4) effective theory. The
starting point is a SU(4)-flavor symmetric effective lagrangian formulated with 4-by-4 pseudoscalar and vector meson
matrices. Although the SU(4) symmetry is strongly broken by the c-quark mass, the hope is that symmetry-breaking
effects are largely accounted for by the hadronic mass matrix. Along these lines we compute (inelastic) interactions
of the J/Ψ with pions (π +J/Ψ → D + D̄?, D̄ +D?) and rhos (ρ+J/Ψ → D + D̄, ρ+J/Ψ → D? + D̄?) which are the
most abundant mesons in the medium. We employ coupling constants as calibrated by Haglin and Gale in Ref. [39]
based on the ρ → ππ decay to fix the gauge coupling. The effective hadronic theory is supplemented by vertex form
factors to simulate finite-size effects. This violates gauge invariance, which, however, can be restored by introducing
appropriate counter terms [39]. We have checked for various processes (e.g., π + J/Ψ → D + D̄?) that these extra
terms induce only quantitatively minor modifications, which we therefore neglected. The corresponding J/Ψ lifetime
in a π-ρ gas is displayed in Fig. 3 using (covariant) monopole form factors with cutoff Λ = 1 GeV.
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As mentioned above, Ψ′ and χ dissociation rates are even more difficult to assess within hadronic model frameworks.
To obtain an estimate that can be used in our calculations below, we assume a geometric scaling of the calculated J/Ψ
cross sections with the squared ratio of the respective charmonium radii [28], (rΨ′/rJ/Ψ)2 and (rχ/rJ/Ψ)2, cf. dashed
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Figure 2.14: The lifetimes of theJ/ψ and its relevant feed-down states within a QGP (upper)
and a hadronic gas (lower) as function of temperature [13].
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considered states have very similar lifetimes while at lower temperatures the more tightly bound

J/ψ has a greater lifetime than the more weakly bound states.

Assuming a fixed initialJ/ψ and open charm production rate, theJ/ψ population can be

evaluated as dissociation occurs within the cooling QGP, closed charm is recovered through

hadronization, and dissociation occurs again in the expanding hadronic fireball. This time evo-

lution is diagramed in Figure 2.15. A comparison of the model with the CERN NA50 data

reveals a remarkably good agreement as demonstrated in Figure 2.16. In the left panel the first

inflection in the data which is often attributed to the first melting of theJ/ψ feed down states

is in this model a result of the onset of the contribution of statistical production. At SPS only a

small fraction of the observedJ/ψ ’s are created statistically.
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13

is rather significant, especially for S(200 AGeV)-U . Since in the latter reaction QGP effects are not expected to play
a pronounced role, it seems that the deficiency in our description has to be assigned to the hadronic phase, i.e., an
underestimation of the hadronic cross sections for the Ψ′. Indeed, an artificial increase of this quantity by, say, a
factor of 5 clearly improves the agreement with the data. We have checked that such an increase in the Ψ′ hadronic
cross sections has negligible impact on the Ψ/DY ratio as plotted in Fig. 7 (the Ψ′ contributes maximally 8% to the
observed J/Ψ yield).

As mentioned before, recent lattice calculations indicate a dissolution of the Ψ′ in a static environment well below
the phase transition temperature, due to the lowering of the DD̄ continuum threshold below the in-medium Ψ′ mass.
In a hadronic model framework, this can be implemented by an in-medium reduction of the D-meson masses, which
has been motivated in Ref. [59] by chiral restoration arguments inducing a lowering of the light-quark mass within
the cq̄ and c̄q states. We have investigated this possibility within the hadronic approach employed here, and found a
strong sensitivity to the detailed modeling of the light-quark related portion of the D-meson masses. In fact, if the
lifetimes of the charmonium states become comparable to duration of the fireball expansion, one needs to account for
the reverse reaction of charmonium formation (as required by detailed balance), which is beyond the scope of this
paper2.

A more controlled way to assess hadronic medium effects in charmonium dissociation should be provided by con-
stituent quark (exchange-) models incorporating both phenomenological confinement potentials as well as properties
of chiral symmetry breaking [33, 38, 60, 61]. This will be addressed elsewhere [62].

VI. EXCITATION FUNCTION AND PREDICTIONS FOR RHIC

An essential part of the experimental program at RHIC is again on (penetrating) electromagnetic probes. The
PHENIX detector will provide accurate dilepton data via both the (forward) muon arms as well as electron identifica-
tion in the central region. The results on charmonium should allow for stringent constraints on models. At full RHIC
energy, standard extrapolations predict an open-charm production that is about two orders of magnitude larger than
in the SPS regime, entailing a substantial increase in the statistical recombination mechanism for charmonia. At the
same time, direct (hard) charmonium production, albeit also enhanced by presumably a similar factor as open charm,
ought to be more strongly suppressed due to longer and initially hotter QGP phases.

A quantitative comparison between SPS and RHIC within our two-component model is performed in Fig. 9 where
the final (observed) number of J/Ψ’s, normalized to the number J/Ψ’s remaining after nuclear absorption, Nnuc

J/Ψ, is

displayed for central collisions as a function of the fireball evolution time.
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FIG. 9: Time dependence of the ratio NJ/Ψ/Nnuc
J/Ψ

at SPS (dashed line) and RHIC (full line) for central collisions with

Npart = 360, where Nnuc
J/Ψ

is the number of J/Ψ’s remaining after nuclear absorption. The respective fractions of direct (fdir)

and thermal (fth) yields are indicated by the arrows.

2 Note that with an increase by a factor of 5 for Ψ′ dissociation rate over the results shown in Fig. 3 (as applied in Fig. 8) the Ψ′ lifetimes
in the vicinity of Tc are indeed close to the expansion time of the hadronic phase.

Figure 2.15: The time evolution of theJ/ψ population using the two component production
model of [13].
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Our results are compared to NA38/NA50 data in Fig. 5 for both the S(200 AGeV)-U (left panel) and Pb(158 AGeV)-
Pb (right panel) system. At all centralities, direct production (dashed line) prevails over the thermal component
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FIG. 5: Results on J/Ψ production within the two-component model as a function of centrality compared to NA38 [5] (left
panel) and NA50 data [24] for S(200 AGeV)-U and Pb(158 AGeV)-Pb, respectively. Dotted lines: direct production with
nuclear absorption alone; dashed lines: direct production subject to nuclear, QGP and hadronic absorption; dot-dashed lines:
statistical (thermal) production from a hadronizing QGP including hadronic dissociation; solid lines: combined direct and
statistical yield (sum of dashed and dot-dashed lines).

(dot-dashed line). The latter sets in once a QGP starts forming, which, in turn, requires a stronger QGP suppression
of the direct component than without the thermal contribution. The adjustment of the only free parameter (strong
coupling constant g = 1.7) to the most central Pb-Pb data allows for a satisfactory reproduction of the centrality
dependence for this system. For S-U collisions, the results are somewhat on the low side. Note that in our approach
the “drop” in the Pb-Pb data around ET ' 40 GeV is a combination of a rather strong QGP suppression coupled
with the onset of thermal production.

In its present form, our model does not capture the appearance of the “second drop” in the data for the most
central Pb-Pb collisions at ET > 100 GeV. In fact, the maximum transverse energy in our description is at Emax

T =
ET (b = 0) = 100 GeV, well below the experimental limit which extends up to ET ' 125 GeV. It has been suggested
that these features are associated with transverse energy fluctuations [53, 54, 55] and/or trigger energy losses [56], and
are thus not necessarily related to a shortcoming in an underlying (microscopic) model description of J/Ψ production
(suppression).

Let us first address the ET fluctuations. From the minimum bias (MB) event distribution of transverse energy,
dN/dET , as measured in the NA50 apparatus [57] one finds a rapid falloff beyond ET = 100 GeV, the so-called
“knee” of the distribution. The tail of the latter, which reaches beyond ET = 100 GeV, is associated with fluctuations
in transverse energy at fixed geometry for b = 0. Events which fluctuate beyond ET > 100 GeV contain a larger
initial entropy and consequently a hotter initial temperature and a longer plasma phase which implies additional J/Ψ
suppression (charm and J/Ψ production being a hard process are not coupled to fluctuations in the “soft” sector). To
account for this phenomenon [53], we replace in our calculations the total entropy at fixed impact parameter, Stot(b),
by

Stot(b) → Stot(b)
ET

ET (b)
. (22)

This does not affect our results for ET ≤ ET (b = 0) ' 100 GeV, but beyond the knee of the distribution, Stot is
enhanced by the factor ET /ET (b). The effect of this modification is shown in the left panel of Fig. 6, where we
compare our calculations to data on J/Ψ production normalized to the minimum bias ET -distribution1. Obviously,

1 This way of normalizing the data has the advantage of the much better statistics for dN/dET as compared to the Drell-Yan sample. On
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FIG. 7: Results of the two-component model without (dot-dashed line) and with additional inclusion of transverse energy

fluctuations (dashed line) and trigger energy loss (full line), for the centrality dependence of the BµµσJ/Ψ/σDY ratio in Pb(158
AGeV)-Pb collisions.

way, cf. Sect. II. A marked deviation from this behavior has been observed in S(200 AGeV)-U and Pb(158 AGeV)-Pb
collisions, with an onset at rather low centralities. Remarkably, for central collisions, the Ψ′/Ψ ratio does not go to
zero, but rather levels off at a value of around 3-4%. This is contrary to the naive expectation that Ψ′ mesons, due
to their much smaller binding energy than the J/Ψ states, are significantly more suppressed. In Ref. [58] it has been
suggested that, under the premise that most Ψ′ states are dissolved in the QGP, their abundance is regenerated in the
hadronic phase from remaining Ψ states as a consequence of chiral symmetry restoration, via the process Ψ+π → Ψ′.
The interaction was assumed to be mediated through σ(500) meson exchange, the mass of the latter approaching the
pion mass thereby substantially enhancing Ψ′ formation. From another point of view, the fact that the value of 4%
reflects the thermal ratio of Ψ′/Ψ at a temperature of T = 170 MeV (with little latitude), has been put forward in
ref. [12] as evidence for statistical charmonium production at the hadronization transition.

Within our two-component model as laid out above, the Ψ′/Ψ ratio follows without further assumptions. The
results for both S-U and Pb-Pb systems are compared to NA38/50 data in Fig. 8. The discrepancy with experiment
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FIG. 8: Our calculations for the centrality dependence of Ψ′/Ψ compared to data from NA38/50. The solid and dashed line are
for S(200 AGeV)-U and Pb(158 AGeV)-Pb, respectively, using hadronic Ψ′ dissociation cross sections obtained by geometric
scaling of the J/Ψ one, cf. Fig. 3. The dashed and dotted lines are the corresponding results when artificially increasing the
Ψ′ cross sections by another factor of 5.

Figure 2.16: The CERN comparison with the two component production model of Grandchamp
and Rapp without (upper) and with(lower) an accounting of the transverse energy fluctuations
for the most central events[13].
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Chapter 3

The Experiment

3.1 The Collider

The Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory is a versatile

machine able to accelerate a wide variety of nuclei up to 100 GeV per nucleon and protons

up to 250 GeV. It is located at the Brookhaven National Lab in Upton, NY and builds upon

the previous accelerator program of the Alternating Gradient Synchrotron (AGS). The design

luminosity for Au beams is 200b−1sec−1 and 20µb−1s−1 for protons averaged over a 10 hour

fill. Collisions occur at the six intersections of two independent accelerator rings in which

ions are grouped into bunches to increase collision rates while minimizing the average current.

Each ring contains 360 RF buckets separated in time by 106 ns. Ions are injected in bunches

from the AGS into these buckets one at a time. A range of 6 to 56 bunches can be injected

and provide collisions at each of the six interaction points simultaneously. To minimize intra-

beam scattering the injection is performed in less than a minute. The acceleration from injection
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energy to up to 100GeV/u is achieved within 2 minutes. At this time the bunches are transferred

to the storage RF system which limits the bunch length growth to 30 cm rms. This parameter is

important because it directly impacts the size of the collision diamond at the experiments and

the the usable luminosity.

Figure 3.1 demonstrates the path of a Au ion through the accelerator complex, the Tandem

- Van de Graaff, the Booster synchrotron, the AGS, and finally RHIC. The Au ions will begin

their journey in the Tandem where negative Au ions are extracted from a pulsed sputter ion

source and the ions withQT = −1 are accelerated through 14MV potential. After the negative

ions pass through the stripping foil in the positive high voltage terminal with a positive charge

QT . The positive ions are then accelerated back to the ground potential for a gain of14QT

MeV. The product of the Tandem is a beam of Au ions with a charge of +12 and 1 MeV/u

kinetic energy. Upon exiting the Van de Graaff, the Au ions are further stripped to a charge

of +32 before traversing the 850 meter long heavy ion transfer line to the Booster synchrotron.

The Au beams are captured into six bunches and accelerated to 95 MeV/u before exiting the

Booster where all but the two most tightly bound K-shell electrons are stripped. Almost half

of all ions from the Tandem are successfully accelerated and stripped in the Booster. The +77

Au ions are filled in the AGS in four Booster cycles totaling 24 bunches. They are rebunched

into four bunches before being accelerated to 8.86 GeV/u and exiting the AGS where they are

fully stripped. The ions are transferred to the RHIC storage rings via the AtR beamline. There

are five experiments at RHIC. Each experiment’s position is tabulated in Table 3.1 and briefly

described below:
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Figure 3.1: Arial view of the RHIC Complex.

Table 3.1: RHIC Experiments and their locations.

Interaction Point Experiment
(clock position)

12 -
2 pp2pp, BRAHMS
4 -
6 STAR
8 PHENIX
10 PHOBOS
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• BRAHMS - The Broad Range Hadron Magnetic Spectrometer is capable of measuring

inclusive momentum specta of identified charged hadrons over a wide range in rapidity

and transverse momentum utilizing two magnetic spectrometers.

• pp2pp - This experiment measures total and elastic pp cross sections to provide an impor-

tant comparison with existingpp̄ data.

• STAR - The Solenoid Tracker at RHIC utilizes a Time Projection Chamber to track and

identify a large fraction of the thousands of particles produced in a Au+Au collision at

RHIC energies.

• PHENIX - The Pioneering High Energy Nuclear and Ion eXperiment utilizes a wide va-

riety of detector technologies to detect hadrons, leptons, and photons in high multiplicity

collisions and high event rates.

• PHOBOS - A large number of silicon detectors to measure charged particle multiplicity

distributions in even the most central Au+Au collisions.

3.2 PHENIX Experiment

The PHENIX experiment is the largest of four experiments running during RHIC Run II. The

collaboration has a wide variety of physics interests that are explored by the versatility of the

RHIC machine. By utilizing RHIC’s capabilities of colliding polarized protons the origin of

the proton spin may be identified. Heavy-ions colliding at center of mass energies of 200 GeV

per nucleon produce energy densities beyond the QCD confinement of hadronic matter. The
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PHENIX detector combines many detector technologies as illustrated in Figure 3.2 to measure

direct probes of the relevant physics interests such as electrons, muons, and photons. The exper-

iment is separated mechanically into four large arms, three magnets, and inner detectors. Their

acceptance is shown in Figure 3.3. Two large arms are located at mid-rapidity with a minimal

intermediate material. The kinematics of photons and electrons are measured by tracking them

in the field of the central magnet. The forward spectrometers are designed to measure muons.

Unlike the central arm, the significant material of the central magnet is desired between the

collision and the detector to absorb as much of the hadronic collision products as possible while

allowing muons to sail through the material with a limited amount of energy loss and multiple

scattering.

3.3 Inner Detectors

The PHENIX inner detectors are the Beam-Beam Counters (BBC) and the Zero Degree Calorime-

ters. Relevant to muon physics, they serve three major roles. First is the precise determination

of the vertex. This is one of the major challenges of a collider experiment over a fixed-target ex-

periment. In a fixed-target experiment the vertex distribution along the beam axis is essentially

limited by the target thickness, while at RHIC the characteristic collision vertex distribution has

a sigma of 25 cm. The second important role of these detectors is to determine the centrality

(impact parameter) of heavy-ion collisions. Many of the physics goals of PHENIX depend on

demonstrating trends in observables over a range of centralities. The independent determination

of the centrality by two independent detectors using independent observables is an important
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Figure 3.2: The PHENIX Detector is shown schematically. The nominal collision point is lo-
cated within the region labeled MVD. The beam line then follows to the left and right. Centered
along the beam-axis at the collision point is the PHENIX Central Arms Detectors and just up
and downstream from the collision point are the pole tips of the Central Magnet.
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Figure 3.3: The Acceptance of the PHENIX Detector components in azimuth and rapidity.

cross-check on this critical parameter. Furthermore, one detector is able to complement the

other in regions of phase space where they have differing levels of resolution as demonstrated

in Figure 3.5. Lastly, while these detectors are sophisticated instruments, their readout is rela-

tively simple and serve well as level 1 triggers.

3.3.1 Zero Degree Calorimeter

This detector is common to all RHIC experiments and provides a uniform baseline among all

experiments as demonstrated in the vertex correlation with the PHENIX BBC shown in Fig-

ure 3.4. These forward detectors subtend an angle of 2.5 mr and are designed to measure beam

energy neutrons that do not participate in the collision. Located about 19 meters from the colli-

sion vertex, the calorimeters are actually located between the diverging beam pipes of the blue
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Figure 3.4: The BBC - ZDC vertex correlation is demonstrated in the upper panel. A typical
BBC vertex distribution is shown in the lower panel [14].
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Figure 3.5: The BBC - ZDC Energy is correlated to define PHENIX centrality classes[14].
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and yellow rings. This means that any fragment with a charge to mass ratio greater than 1/2 will

be swept away from the ZDC by the RHIC DX magnets along with the beam itself. The neutral

fragments however continue undeflected and deposit their energy in this forward detector.

3.3.2 Beam-Beam Detector

There are three essential functions of the Beam-Beam detector relevant to muon physics: level

1 triggering of vertex collisions, determining the vertex position along the beam axis, and mea-

suring the collision centrality. The accurate determination of the vertex will directly affect both

theJ/ψ mass value and resolution. The technology employed for this role is a one-inch mesh

dynode photo-multiplier tube mounted on a 3 cm quartz radiator. An array of 64 such chan-

nels are located on either side of the collision point along the beam axis. They cover the full

azimuth at a pseudorapidity range of 3.0 to 3.9 in both directions and see 92% of the Au+Au

cross section. Within the varied RHIC program the detector will experience a large range in

charged-particle multiplicity requiring a dynamic range of 1 to 30 MIP’s. The vertex position

is determined by the timing difference of signals for the north and south beam-beam counters

with a resolution of 50 ps. This corresponds to a vertex resolution along the beam axis of about

2 cm. This uncertainty in the vertex degrades theJ/ψ mass resolution by about 13%.

3.4 Forward Spectrometers

The PHENIX Forward Spectrometers have been optimized to meet the relevant physics goals

including measurements of vector meson production, the Drell-Yan process and heavy quark
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production all through the muon decay channels. A combination of absorber and varied de-

tector technologies shown in Figure 3.6 facilitate the tracking of muons in the forward regions

while simultaneously filtering background resulting from hadronic sources. The amount and

placement of absorber material was chosen to minimize the impact of multiple-scattering on

momentum resolution of lower momentum muons associated with theφ as illustrated in Fig-

ure 3.7. Between Mutr Station I and the nominal collision point are 20 cm of brass and 60

cm of low-carbon steel [53]. This provides 4.9 nuclear interaction lengths to limit the hadronic

background in the detector. However, the momentum resolution must be sufficient to separate

theJ/ψ andψ′ . These goals are achieved by combining the strengths of two very different

detector technologies. The relatively finely segmented detector, the Muon Tracker (MuTr), can

precisely reconstruct a particle’s trajectory to the original collision point and provide a full kine-

matic description the precision of which is limited primarily by the multiple scattering within the

absorber material. The very coarsely segmented detector, the Muon Identifier (MuID), lies be-

hind even more absorber material and contributes little to the precision of the particle trajectory.

However, the intervening absorber between the detectors and within the MuID itself provides

increased hadron background rejection. Furthermore, the relatively small channel count and

simplicity of the detector geometry allow the MuID to serve as a Level 1 trigger on a time scale

much shorter that required to readout the MuTr. The design characteristics that enable these

detectors to fulfill these complementary roles will be discussed in detail. During RHIC RunII

only the south muon arm was instrumented and commissioned; therefore, the discussion will

focus on the south arm.
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phenix-muon-97-2, fig. 1

Figure 3.6: The PHENIX detector is diagramed from a side view.

22 J/ψ Production in p+p Collisions at
√
s = 200 GeV

3. Further rejection of hadrons with an array of coarse-segmented tracking
chambers and absorbers (Muon Identifier). Another factor of about 30
is achieved for the hadron rejection.

Figure 12 shows integrated nuclear interaction-length (λint) in the South
Muon Arm as a function of the distance from the interaction point in the z
direction. At the last MuID gap (gap 5), λint becomes 9.65. The minimum
pz (z-component of momentum) for a muon to reach gap 5 is 2.5 GeV/c.
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Figure 12: Integrated nuclear interaction-length of the absorbers in the South
Muon Arm as a function of the distance from the interaction point in the z
direction. Vertical lines indicate rough positions of the chambers. Hatched
areas represent absorber materials.

2.5.1 The Muon Tracker

The PHENIX Mu
¯

on Tr
¯

acker (MuTr) comprises three stations of tracking
chambers inside the Muon Magnet as shown in Fig. 11. Its design was driven
by requirements from both heavy-ion physics and spin physics. The separa-
tion of each charmonium or bottomonium state from the others, J/ψ from ψ’
for example, is essential to find a QGP signal, since the degrees of suppression
for each state are expected to vary because of different binding radii. For
spin physics, charges of high-pT (pT > 20 GeV/c) muons from W and Z bo-
son decays are needed to be identified [8]. To satisfy the requirements above,

Figure 3.7: Integrated nuclear interaction length of the absorbers in the South Muon Arm[15].
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3.4.1 Muon Tracker

The Muon Tracker is comprised of a radial field magnet as shown in Figure 3.8 with three

stations of cathode strip chambers covering the full azimuth as diagrammed in Figure 3.9. As

a particle from the collision point travels through the magnetic field, it is deflected in the az-

imuthal direction. There are three tracking stations that measure both the position and direction

of the track. By comparing the position and direction of the three measurement points in a

known magnetic field, the momentum of the particle can be determined as discussed later in

Section 4.3.2.

The Muon south magnet utilizes two solenoidal coils to produce the necessary radial field

to deflect charged particles originating from the collision point. The tapered piston around

which the coils are wound is diagramed in Figure 3.8. The flux propagates through the piston

and 20 cm thick backplane to be returned by the magnet lampshades. The magnet is shorter

than its counterpart to the North because it is required to move out of the experiment hall to

facilitate maintenance of the North Arm and Central Detectors. The Magnet has an minimum

angle of acceptance of12◦, slightly less acceptance than the North at10◦, and a maximum

angle of acceptance of37◦. The averagepT kick in the magnet is about 200 MeV with a

∫
B · dl = 0.75T ·m at a polar angle of15◦.

There are three tracking stations in each of the muon arms. MuTr Station I South is located

189 cm from the nominal collision point. Station 1 is divided into four separate chambers

(quadrants) and stations II and III are each divided into eight chambers (octants). Each tracking

chamber is constructed as a conventional wire chamber. Cathode strips and anode wires are
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Figure 3.8: The PHENIX magnetic fields shown in the vertical plane along the beam axis.

Figure 3.9: The Muon Tracker South has three stations. Station I has four chambers. Stations
II and III each have eight chambers.
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placed under high voltage in an ionizing gas. All tracking stations are constructed similarly,

but station II has some differences to minimize multiple scattering in this critical mid-point

measurement.

The muon tracking chambers at station I and II are each comprised of 3 gaps in which a layer

of anode wires oriented azimuthally is sandwiched between two cathode planes as diagrammed

in Figure 3.10. The anode wires are interleaved as sensing wires and field wires. The sense

wires are20µm gold-plated tungsten wires while the field wires are75µm gold-plated Cu-Be

wire with a spacing of 5mm. The cathodes strips are etched within a copper coating on a FR4

honeycomb panel. The cathode strip width is 1 cm and only every other strip is digitized. The

0.5 cm cathodes strips of one layer or oriented radially while the cathode strips of the stereo

layer are oriented approximately 4-11 degrees relative to the radial strips of the same gap as

shown in Table 3.2. The readout of one Station III gap was descoped due to budget concerns

and since Station III benefits slightly from its proximity to the MuID.

The chambers of station II are constructed with slightly different materials such that the

thickness is8.5 × 10−4 radiation lengths. Instead of the honeycomb panel, a25µm metalized

mylar foil on which 5mm cathode strips are electro-mechanically etched.

As a particle enters the detector and ionizes the gas in the chamber, the charge is collected

on the nearest anode wire. This induces a charge on cathodes layers on either side at the radial

position of the anode wire (not necessarily the radial position of the particle’s path). Each cath-

ode strip is capacitively coupled with its neighboring strips. The distribution of this charge on

the cathode strips is governed largely by the geometry of the conductors and is mathematically
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Cathode plane

Anode plane

Cathode plane

Anode plane

Figure 14: Cross section of a MuTr station. One MuTr station consists of
two or three gaps, each of which has one anode-wire and two cathode-strip
planes.

Station Gap angle (degree)
1 −11.25

1 2 +6
3 +11.25
1 +7.5

2 2 +3.75
3 +11.25

3
1 −11.25
2 −11.25

Table 4: Relative angles of the cathode strips in stereo-angle planes with
respect to the non-stereo angle (radial direction). Positive signs represent
the positive φ direction (counter-clockwise) for all half-octants in station 1
and half-octant 0 in station 2 and 3, while the negative φ direction for the
others.

Figure 3.10: The three gaps of a Muon Tracking chambers is sketched. Stations I and III have
similar chamber design.
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Table 3.2: Each Gap of Muon Tracking Chambers contains one layer of cathodes strips oriented
radially from the beam axis and one layer slightly rotated. The angle of rotation of the stereo
plane relative to the radial plane is shown for the first half-octants of each station and gap where
the plus sign represents the positiveφ direction. The stereo layers of the second half-octants are
a reflection across the half-octant boundary.

Station Gap angle (degrees)
1 -11.25

1 2 +6
3 +11.25
1 +7.5

2 2 +3.75
3 +11.25

3 -11.25
-11.25

described by the Mathiason function. While all cathodes are capacitively coupled, only every

other cathode is actually sampled and digitized, a design choice driven by the cost of the front-

end electronics. The induction of the charge is most likely on three sampled strips as shown

in Figure 3.11 with most of the charge residing on the central strip. By comparing the relative

contribution of each strip to the total induced charge, the position of the particle’s intersection

with the detector can be determined far beyond the 0.5 cm detector segmentation.

3.4.2 Muon Identifier

3.4.2.1 Mechanical Design

The MuID is located just beyond the MuTr separated by the 30 cm thick steel backplane of the

Muon magnet. The Muon Identifier is designed to efficiently detect muons while simultaneously

filtering hadrons. This is achieved by layering absorbers and sensitive detectors as shown in

figure 3.7. Further hadron rejection is gained by the detector’s position forward of the Central
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Figure 36: An example of peak charge values of sequential cathode-strips
(a cluster) induced by a charged track, together with a fit of the Mathieson
function. In this example, the cluster has three hit strips and its position is
determined to be 3.1-mm off the position of the central strip.

station 1.

Each road is extended to each cathode plane in station 3, where clusters
are found consistent with the road inside its search window. Table 6 shows
widths of the search windows for both the θ and φ directions at each station in
the South MuTr. The search window in station 3 is large enough compared
to position resolution of roads (10 to 20 cm depending on quality cuts on
them). It gets smaller from station 3 to station 1 because track information
such as position and momentum is getting more accurate in the process of
track finding. By fitting clusters, a local vector called a stub is found. A stub
requires at least two cathode planes with a cluster in each station. A crudely
estimated momentum is assigned to the track from the last penetration gap
of the MuID road.

station θ direction (cm) φ direction (cm)
1 20 10
2 30 25
3 50 40

Table 6: Widths of the search windows for the θ and φ directions at each
MuTr station.

The track is then extrapolated to station 2, using an effective bend-plane
and a momentum kick, which are determined by the approximate momentum

Figure 3.11: Induced charge distribution on the cathodes strips of one plane of the Muon
Tracker.

Magnet and Muon Magnet yoke.

Each sensitive layer is comprised of six panels each positioned such that it overlaps slightly

with adjacent panels as shown in Figure 3.12. This segmentation of the detector into these 6

panels reduces the stereoscopic ambiguities intrinsic to non-pixelated detectors with even lim-

ited occupancy. The Iarocci tube is mechanically the smallest detector unit and is diagrammed

in Figure 3.13. Within each panel Iarocci tubes are organized into four layers. Two layers are

oriented vertically and two layers are oriented horizontally. These two orientations are separated

by an aluminum mid-plane that provides the mechanical support of the layers.

3.4.2.2 Front End Electronics

Within the MuID two-pack itself, the signals of the 16 wires that comprise a MuID two-pack

are passively summed. The distance the raw signal must travel is minimized by positioning the
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Figure 3.12: The arrangement of MuID panels is sketched. The south MuID panels are number
counter-clockwise as seen from the interaction point. At the center is the MuID “square hole”
which includes electrical and gas services to the small panels(1,4) and also passage of the the
RHIC beam pipe. There are five such layers of panels separated by absorbing material.
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Figure 3.13: The MuID two-pack is comprised of two Iarocci tubes sandwiched together and
slightly offset.
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amplifiers as close to the electrical output of the two-packs as possible. These analog signals

with travel up to 100 ft on twisted pair cables before being digitized. The amplifiers will provide

two important functions to cope with this. Attenuation is addressed by amplifying the signal by

a factor of 150 with the in-panel amplifier such that the minimum ionizing peak signal is about

40mV differential. Second, any common mode noise that might be introduced into the system is

removed by duplicating the signal on both wires of a pair and inverting the signal of one copy.

The signals of 16 adjacent channels are grouped together to be sent to the MuID electronics

rack via a 34 conductor twisted pair cable.

The signals of one orientation for the entire arm are digitized inside one crate. Within a crate

is one Front End Module (FEM) controller module and twenty read-out-cards (ROC). The FEM

serves as a controller board for the crate and distributes the PHENIX beam-clock and controls to

the ROCs. The ROC receives the amplified signals from the MuID panels and digitizes the data

of 96 channels. The differential signal of each channel is amplified by a factor of three before

it is split into three copies. A typical signal is shown in Figure 3.14. One copy is compared to a

threshold value that can be set individually for each channel which provides an arming signal.

The remaining two copies are used in a constant fraction discriminating (CFD) circuit which

provides consistent timing of the signal independent of signal magnitude. A logical AND is

formed from the threshold test and the CFD such that the timing of the signal is determined by

the CFD.

The logical signals are then collected into one of six Digital Mux integrated circuits that

will apply appropriate delays to each signal compensating for the varying cable lengths. Every
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Figure 3.14: A typical analog signal after amplification on the MuID Read Out Card.

PHENIX beam clock, these six 16-bit values are collected and directed in two separate paths.

First, the 96-bit data is inserted into a data buffer (FIFO) awaiting a signal from the Level 1

trigger that this data should be archived. Second, these data are transmitted via optical fiber to

the MuID Local Level 1 trigger. This trigger was not active during Run II, but is planned to be

operational in Run IV. When appropriate the PHENIX Global Level 1 Trigger (GL1) transmits

a level 1 accept to the MuID FEM which is then relayed to all twenty ROCs in that crate. A

configurable latency is then used to associate that level 1 accept with the data previously inserted

into the data FIFO. The FEM then requests the data from each ROC one by one via the digital

backplane to compile a packet of 120 16-bit words which are then transmitted to the PHENIX

Data Collection Module (DCM).
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3.4.3 The Data Acquisition System

Every subsystem is equipped with a Front End Electronics (FEE) system providing a stan-

dardized output of the subdetector. Every 106 nanoseconds the FEE reads all channels of the

subdetector and stores the information in an internal buffer. Each FEE operates on a common

timing signal from the Granule Timing Module (GTM) that facilitates a synchronized snapshot

of the entire detector. The GTM provides all communication to the subsystem FEE.

While each subsystem FEE continuously takes a snapshot of the detector every beam-clock,

it is the responsibility of the Data Acquisition System (DAQ) to decide whether the event is

interesting and then to retrieve the information from the various subsystems to be archived.

An overview of the DAQ is presented in Figure 3.15. Since not every beam-clock contains

something interesting, a subset of the detectors provide the DAQ with information that can

be used to quickly evaluate the usefulness of the event. These local level 1 (LL1) subdetectors

are equipped with electronics that provide the common PHENIX Global Level 1 (GL1) with the

synthesized information of that subdetector. The GL1 synthesizes the input of all LL1 detectors.

If the combined information satisfies a Level 1 trigger condition, the GL1 informs the GTM that

a signal to each subsystem should be made requesting that the information of the subdetectors

be transferred to the DAQ. The subsystem FEE packages the subdetector’s information and

transfers the information for the requested event to the DAQ Data Collection Modules (DCM).

The DCM’s perform varying zero-suppression algorithms and prepare the data for the Event

Builder system. The Event Builder is a farm of computers which collect the data from the

various DCM’s and combine it into one event. Since this is the first opportunity for the data to
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Figure 3.15: The PHENIX Data Acquisition system [16].
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be examined for the entire detector, the level 2 algorithms are applied on the event builder.

3.4.4 Triggering

3.4.4.1 Minimum Bias Triggers

The primary minimum bias trigger for this data set is the Beam-Beam Local Level 1 trigger. The

BBLL1 trigger utilizes the timing measurements of north and south BBC’s to quickly estimate

the point of collision along the beam axis and trigger on collisions within a specified vertex

window. During the Au+Au run of 2001 the BBCLL1 required a collision vertex between +/-

40 cm. Within this vertex range a trigger efficiency of93.1%±0.4%(stat.)±1.6%(syst.) was

achieved.

3.4.4.2 Level 2 Muon Triggers

Preparations for efficient use of a predicted high luminosity run included the development of

a Level 2 triggering framework to enhance rare physics signals of interest to PHENIX. The

expected collision rate for RunII Au+Au was 1.4 kHz which was dramatically lower than that

predicted for the p+p run at 250kHz. While both are greater than the PHENIX data archiving

rate of 20MB/s, the dramatically different occupancies drove us to two very different triggering

schemes. The low occupancy of p+p collisions allow for very fast hardware based algorithms

that are implemented in the PHENIX level 1 framework. However, for Au+Au the high oc-

cupancy requires and the lesser collision rate allows a more sophisticated and time consuming

triggering algorithm implemented in the PHENIX level 2 framework. Analysis at level 2 re-
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quires that the data from each event fall within the DCM bandwidth which is applicable to

Au+Au collision rates but not p+p.

The primary rare physics interest in the muon channel for RunII wasJ/ψ production. To

enhance this signal, a Level 2 dimuon trigger was developed. An algorithm had already been

developed for hardware implementation that could be easily adapted to the software. Since

the algorithm was designed to use logical operations, we were confident that it would fit our

limited CPU budget. The course segmentation and logical readout of the MuID detector result

in a countably finite set of patterns in the MuID that can be formed from a track originating at

the nominal collision point. Like the offline road finding algorithm tracking is first performed

independently in each orientation. Thus, the trajectory of a particle following a perfectly straight

path would intersect a set of MuID two-packs with a constant slope. This set of two-packs

forms the centroid of a group called a symset. Since a real particle will multiply scatter within

the MuID absorbers, adjacent two-packs are included within the set, closest two neighbors in

the second plane, closest four neighbors in the fourth plane, and so on as shown in Figure 3.16.

This increasing window also accommodates the deviation of a track from this nominal slope

when the initial collision is not at the nominal vertex.

The hit pattern of every symset of the entire detector is evaluated to determine whether it

satisfies the trigger conditions. If a hit is located on the centroid channel of either the first or

second plane the following plane is searched in a three channel window centered at the location

of the hit in the previous gap. If a hit is located within this window, the process repeats for

the next plane. If a hit is not found in the current gap, the search window is widened in the

72



Symset tubes
Searched tubes
Struck tubes

Symset tubes
Straight Track

Figure 3.16: Level 2 Symset definition: Left panel diagrams five MuID planes with shaded two-
packs belonging to the symset associated with the straight line track. Right panels diagrams an
example hit pattern for one symset. The shaded circles are the two-packs included in the search
determined by location of the hit in the previous plane.
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following plane to five channels centered at the location of the last found hit. The right panel

of Figure 3.16 demonstrates an example hit pattern for a symset that results in triggered symset

to a depth of the third gap. A real track is likely to trigger not only the symset centered on

the track path, but also the adjacent symsets. A simple edge finder provides ghost rejection. If

consecutive symsets are fired, only one candidate is retained for subsequent consideration.

The algorithm planned for implementation in hardware forms the logical OR of all channels

at the same slope within a given gap. While this will serve well for the low luminosity p+p col-

lisions, concerns that this would limit the rejection power of the trigger in the high occupancy

Au+Au environment drove us to a finer segmentation. One possibility would have been to inde-

pendently consider the two-packs of each panel over the entire depth of the detector. However,

tracks that are near the east and west edges of the small panels will transition to the inner edges

of the large panels. Tracking within each panel independently would result in the loss of accep-

tance for such tracks. Instead the two-packs of the six panels within each plane were grouped

into eight virtual panels: four upper logical panels and four lower logical panels. For the hori-

zontal orientation the outer logical panels were formed by considering only the channels of the

large panels. However, for the inner virtual panels the channels from both the inner panel and

the large panel on the respective side are combined. Therefore, a track intersecting a small panel

at shallow planes and large panels in deeper planes is contained in these inner virtual panels.

The result of processing all virtual panels for both channel orientations is a set of fired

symsets and the corresponding depth to which they were tracked. These are stored as a level 2

primitive within the level 2 framework. Figure 3.17 diagrams the path of this low level primitive

74



L2MuiData

Accessor

packetid

hits

calculate

::hit_st

roc

word

channel

::muiSymset

idx

cos

depth

gapbit[5]

L2MuiSymset

CalcPerPanel

pnum

arm

orientation

panel

nhitspergap

nroads

symsets

calculate

::Track2D_st

hid

vid

depth

panel

direction[3]

pmin

L2MuiTracks

pnum

tracks

calculate

L2MuiDBPrimitive

mui_logical_tubes

[kNumFems]

[kNumRocsPerFem]

[kNumWordsPerRoc]

[kChannelsPerWord]

::Logicaltube

idx

gap

panel

L2MuiIdXoZ

idxXoZ

[kNumArms]

[kOrientations]

[kNumSymsets]

L2MuiTrigPar

swi[5][5]

showercut[5][5]

maxskip[5][5]

maxmisshits[5]

maxmisstotal

depthmatch

peripheral

anglecut

angleacceptance

shallowgap

pmin[2][5]

openanglecut

<uses>

<uses>

<uses>

<uses>

<uses>

::Track2D_st

id1

id2

openangle

mass

L2MuiPairs

pnum

mupairs

calculate

<uses>

<uses>

Database Primitives Data Primitives Decision Algorithms

Figure 3.17: Muon Level 2 Trigger Overview

75



from the raw data accessor to a muon trigger decision. Symsets of opposite orientation within a

virtual panel are compared for consistency, and then combined to produce a L2MuiTrack prim-

itive. The consistency checks are important to reject false combinations resulting from multiple

tracks entering the same panel and from combinatoric background. The symsets of opposite

orientation must differ in tracked depth by no more than one plane. These track candidates are

then considered by single muon triggers. For the dimuon triggers an additional L2MuiPairs

primitive is formed by considering pairs of track primitives. A cut on the angle between the

tracks is imposed to reduce false triggers from ghosts.

The figure of merit for a rare event trigger is signal efficiency× rejection factor (RF) where

the RF is the ratio of considered events to accepted events. However, the modifications that

would improve efficiency at the same time increase the susceptibility of the trigger to back-

ground and thus a loss in rejection. The muon level 2 trigger algorithms were optimized by

studying their performance in simulation and attempting to balance rejection and efficiency.

One-thousand minimum bias Hijing events were used to calculate rejection factors and one-

thousand PythiaJ/ψ events were used to calculate acceptances and efficiencies. It was assumed

that efficiency would not be strongly anti-correlated with the expected occupancies of Au+Au.

The Hijing events were produced without bias on impact parameter. The response chain used

to generate the background input assumed 97% two-pack efficiency. TheJ/ψ events were

thrown with a loose filter on the south muon arm acceptance, daughter-muon angles and mo-

menta. Three different response chains were used to generate the signal input files varying the

two-pack efficiency as shown in Table 3.3. The denominator of our acceptance and efficiency
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Table 3.3: Level 2 Trigger Efficiency

Two-pack Efficiency (%) 100 97 90 RF
Dimuon Efficiency 86 84 71 20
Dimuon, Polar Angle≥ 15◦ 62 60 52 11

calculations is given by the number ofJ/ψ ’s for which the daughter muons in the 100% two-

pack efficiency case recorded hits in the first three MuID gaps (a total of 750 of the thrown

J/Psi’s). The raw yield of theseJ/ψ ’s into the South Muon Arm is shown in Figure 3.18.

Tighter cuts on track primitives were explored in an effort to maximize rejection; however, the

trigger efficiency depended too strongly on the detector efficiency.

As the run began and real data became available, occupancies in the MuID were far greater

than expected from previous simulations. Two unexpected sources of background were ob-

served and verified in an improved simulation as discussed in the next chapter. The partial

shielding of the MuID detector meant that small MuID panels located above the beam pipe

would have high occupancies throughout the run. In order to meet trigger bandwidth require-

ments the upper virtual panels were removed from the muon level 2 triggering resulting in a

30% loss of efficiency for theJ/ψ. Furthermore, both muons of a dimuon candidate were re-

quired to penetrate to the deepest plane of the MuID resulting in an additional efficiency loss of

25%.

77



TP
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

Y
ie

ld

0

5

10

15

20

25

30

35

40

45

hHiXfBase
Nent = 375    
Mean  =  1.851
RMS   = 0.8633

F Hi XTP hHiXfBase
Nent = 375    
Mean  =  1.851
RMS   = 0.8633

TP
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

A
cc

ep
ta

n
ce

0

0.2

0.4

0.6

0.8

1

hHiXfAcc
Nent = 20     
Mean  =  2.367
RMS   =  1.255

FAcceptance Hi X hHiXfAcc
Nent = 20     
Mean  =  2.367
RMS   =  1.255

TP
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

Y
ie

ld

0

10

20

30

40

50

60

hLowXfBase
Nent = 375    
Mean  =  1.345
RMS   = 0.6556

F Low XTP hLowXfBase
Nent = 375    
Mean  =  1.345
RMS   = 0.6556

TP
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

A
cc

ep
ta

n
ce

0

0.2

0.4

0.6

0.8

1

hLowXfAcc
Nent = 20     
Mean  =  1.972
RMS   =  1.184

FAcceptance Low X hLowXfAcc
Nent = 20     
Mean  =  1.972
RMS   =  1.184

Figure 3.18: Muon Level 2 Acceptance forJ/ψ requiring deeply penetrating muons.
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Chapter 4

Data Reduction

The Au+Au run of RHIC Year 2 was the first year Au nuclei were collided at design energies

of
√
sNN = 200GeV . While the PHENIX Central Arms had already operated the previous

year observing lower energy collisions, these collisions were the first ever recorded by the

PHENIX Forward Spectrometers. It was a tremendous accomplishment for the collaboration

to have brought such a complex detector through its construction to actually taking snapshots

of the most energetic collisions ever formed in the laboratory. Nevertheless, many aspects of

the detector performance and design were realized only after the final assembly or after the run

began. Some early observations of less optimal detector performance resulted in modifications

to the detector during the run while others could not be fully addressed and the ramifications are

still being resolved via software in the offline analysis. This section will describe the procedure

used to render a physics signal from the experimentally recorded data.
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4.1 Event Selection

The Au+Au collisions recorded in PHENIX for Run II can be divided into three distinct time

periods as demonstrated in Figure 4.1. As the run progressed and machine performance im-

proved the luminosity steadily increased, so that almost half the data was recorded in the last

two weeks of the run. This section will discuss the limitations of these periods and justify the

selection used in this analysis.

As soon as the first recorded data of real collisions could be analyzed, a discrepancy between

the MuID occupancy of the real data and that expected from simulations was realized; the

real data had about twice as many hits per minimum-bias Au+Au collision as indicated by the

simulation. This high occupancy would hinder physics interests in two ways. First, the Level

2 trigger developed to enrich theJ/ψ signal would not fall within the budgeted bandwidth.

In the expected high-luminosity running the trigger would necessarily be pre-scaled limiting

the sampled luminosity. Second, the offline performance of the detector would be diminished

with regard to muon identification and efficiently seeding the muon track-finding. Improved

simulations and experimental measurements demonstrated that the increased occupancy was

due to collision particles at rapidities much larger than the acceptance of the MuID. These

forward particles interacted with material along the beam line that travels through the unshielded

“square” hole of the MuID. The solution would be to completely shield the MuID chambers

from the beam line. This solution could be only partial implemented during the run leaving

the MuID chambers above the beam pipe unshielded. The success of the shielding in reducing

the occupancy is demonstrated in Figure 4.2. The upper unshielded panel is excluded from the
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Figure 4.1: Integrated Luminosity of Au+Au collisions as a function of time. For the purposes
of muon analyses the run can be divided into three segments. The first is characterized by low
collision luminosity and pre-shielding high occupancy in the MuID. The second is characterized
by low collision luminosity but lower occupancy in the newly shielded areas of the MuID. The
last is characterized by high collision luminosity utilizing the Level2 Muon Trigger and high
beam-related occupancies in the MuID.
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Figure 4.2: MuID Occupancy before and after Shielding Installation

blue and the red points. Note that the first plane of the MuID (Gap0) could not be shielded. In

fact, the data indicate an increase in the occupancy of gap 0 after the shielding installation. It

is possible that the additional shielding material provided a source for the high rapidity flux to

shine onto the unshielded panels of the first plane. The shielding was observed to dramatically

reduce the occupancy in the deeper planes of the MuID. In the deepest plane the shielding

reduced the occupancy by more that a factor of 2. The large occupancies in the unshielded

MuID then characterize the first of the three periods.

The second period is characterized by much lower occupancy for the majority of the MuID

chambers. The beam luminosity during this period was sufficiently low to allow PHENIX to

record all collisions without pre-scale of the minimum-bias triggers. The performance of both

the Muon Tracker and Muon Identifier are well understood with regard to active high-voltage
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for any data collected within this period.

The third period is marked by a dramatic increase in the collider luminosity. Unfortunately,

the higher luminosity was accompanied by a new source of background for the Muon Identifier.

What is now known to be beam-related background coming upstream in the collider tunnel was

so severe as to produce large current draws in the MuID chambers. Snap shots from the experi-

mental HV monitor are shown in Figure 4.3; the left panel indicates high currents for channels

servicing the deepest gaps which have less shielding from the beam tunnel. The upper panels

are not shielded from upstream beam related background by the tunnel mezzanine flooring as

are the lower panels. The right panel demonstrates that under some beam conditions much of

the detector was inundated with this background. For the channels that were not tripped, the

resulting drop in high-voltage across the chambers dramatically reduce their efficiency. This

background has since been studied extensively in the deuteron-gold collisions of RHIC Run III.

Three scintillators placed inside the tunnel upstream from the North MuID were triggered in

coincidence with the MuID deep-road trigger. Analysis of that data reveal a large number of

tracks originating along the beam line in the tunnel. Figure 4.4 is the distribution of the track

intersections along the beam axis and demonstrates a significant contribution tens of meters

upstream. In future running, this background will be largely eliminated by the installation of

shielding inside the tunnel. While half the sampled luminosity is in this third period, these

factors prevent a useful study of this data.

This analysis will therefore include only the middle period after the shielding installation

but prior to the high-luminosity running. We will consider two more criteria for the selection
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Figure 4.3: MuID HV Status during two different beam stores during the high-luminosity
Au+Au run. The yellow channels indicate high currents in the chambers due to high hit rates.
Left panel shows high currents in most susceptible chambers. Right panel demonstrates that
some beam conditions affected the entire detector.
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Figure 4.4: The projection onto the beam axis of MuID roads. Roads are reconstructed from
a special run triggered by the North MuID BLT trigger in coincidence with scintillators located
in the beam tunnel upstream from the North Muon Identifier. The artificial peak at -1000 cm is
due to roads for which no intersection with the beam axis was found.
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of events, the MuTr high-voltage status and the vertex of the collision along the beam axis.

The muon tracker high voltage system was on the whole very stable for the commissioning run,

but there was a significant fraction of the detector which could not be consistently activated.

Figure 4.5 records the fraction of channels that were enabled for each PHENIX run. Only runs

with 82.5% of the detector active and no high voltage channels trips during the run will be used.

A total of 203 physics runs were taken during this period out of which 98 had at least one MuTr

high voltage trip and 53 of which are below the 82.5% duty fraction cut leaving 87 runs to be

analyzed.

From this period 7.6 million minimum-bias events were fully reconstructed in the offline

analysis and were determined by the beam-beam counters to have a collision vertex within 40

cm of the nominal interaction point. The minimum-bias triggers are estimated to sample 92% of

the 6.9 barn Au+Au inelastic cross section[1]. The integrated luminosity is
∫
Ldt = 1.1µb−1.

The dominant source of physics related background in the dimuon spectra result from the

decay of pions and kaons to muons prior to reaching the south nose-cone. If the collision vertex

is far from the absorber more of these hadrons will decay to muons that will penetrate into the

south spectrometer. The hadrons from collisions occurring near the absorber have less time to

decay. This trend is illustrated in the vertex dependence of dimuon yields of Figure 4.6. Devi-

ation from this trend become significant for collision vertices near the south absorber. Particles

of these collision do not traverse the entire material and are not as readily absorbed. This same

deviation is also seen in single muons during p+p run and the deviation begins at a vertex of -20

cm shown in the left panel of Figure 4.6. The source of this additional component (or the rise in
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Figure 38: BBC z-vertex distribution for single-muon events divided by that
for minimum bias events. Error bars include statistical errors only. The solid
line shows a linear fit to the data points assuming constant distribution for
non-decay components.

3.3.2 Track-road matching

Figure 39 shows distribution of the distance between intersections to a
station-3 plane of a track and a corresponding road, rtrack−road. The peak
is around 10 cm which is consistent with the expectation from the position
resolution of a road (8.4 cm) and multiple scattering in the absorbers, thus
demonstrating that the two detectors match well as expected.

3.4 Dimuon mass and NJ/ψ

Figure 40 shows invariant mass Minv spectra for both unlike-sign and
like-sign muon pairs with the following cuts:

• BBC z-vertex position |zvtx(BBC)| < 38 cm, which is between the north
and south copper nosecones (|z| < 40 cm) minus resolution of the BBC
(2 cm), and

• track z-vertex consistency |zvtx(Tr1)−zvtx(Tr2)| < 30 cm where zvtx(Tr1)
and zvtx(Tr2) represent the z-vertex position of each track obtained as
the closest approach to the z-axis. This cut corresponds to about 2σ
of the position smearing of a track due to multiple scattering in the
Central Magnet steel (about 10 cm for each track).
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Figure 4.6: Single and dimuon yields show strong dependent on collision vertex. Single muons
(left panel) yields depend on collision vertex in proton+proton run [15]. The yield of dimuon
candidates (right panel) in Au+Au run dominated by uncorrelated single muons also depends
on the location of the collision along the beam axis.
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the relative contribution of one the previously mention sources) has not been extensively studied

for this vertex range. Therefore, collisions ofzvertex < −20 cm will be excluded; remaining

are 5.7 million minimum-bias events or
∫
Ldt = 0.83 µb−1.

4.2 Muon Offline Reconstruction

The role of the offline analysis software is to transform the individual signals of thousands of

electronic channels into a set of particle trajectories and corresponding kinematic descriptions.

The complementing strengths of the MuID and MuTr are utilized in an iterative process to

reconstruct each collision. This algorithm is diagrammed in Figure 4.7. First, crude roads

are reconstructed within the Muon Identifier (MuID). The penetration depth through the MuID

absorbers provides an estimate of the momentum of the particle. These roads provide seeding

to the Muon Tracking which projects the course road through the three tracking stations and

finally to the collision vertex. The details of this algorithm will now be discussed.

4.3 Muon Identifier Reconstruction

The MuID is a versatile subsystem that serves three distinct functions. Because of its relative

simplicity and small event size, it serves as both a Local Level 1 trigger and a Level 2 Trigger.

The interleaving of absorber material with detector chambers facilitates the separation of leptons

and hadrons. Furthermore, it provides a clean sample of potential tracks with which to seed the

Muon Tracker reconstruction. In this section we will examine the performance of the detector

combined with offline tracking to fulfill this latter role.
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Figure 4.7: Overview of Event Reconstruction of Muon Arms.
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4.3.1 First Pass Road Finder

The First Pass Road Finder is an algorithm implemented in offline software and is designed

to recognize correlations in hits of the MuID that are likely to be associated with a particle

passing through the detector. By collecting the hits associated with a single track and excluding

all other hits, the trajectory of the particle is best determined. At this stage the estimate of the

track trajectory must be optimized to provide the best extrapolation to Station III of the Muon

Tracker. Since inclusion of an unassociated hit will decrease the projection accuracy, failing

to include some associated hits is favored over including unassociated hits. The details of this

algorithm’s attempt to balance these competing factors will now be discussed.

4.3.1.1 Road Seeding

The Road Finder uses an iterative filtering method to reconstruct tracks in the MuID first in

one dimension followed by combining the 1D tracks of opposite orientation. The measurement

points are essentially the five planes of the MuID and the nominal vertex. Any subset of the

MuID planes can be considered in any order. This facilitates calculating hardware efficiencies

by excluding the plane under investigation, and allows the algorithm to be optimized against

the higher occupancy of the planes nearest the interaction region. There are two distinct ways

to seed the filtering. First, the nominal vertex may be considered in combination with hits of

the first search plane. This is useful if the vertex of the interaction is well determined by other

detectors. However, inefficiencies will be more likely for particles which undergo significant

multiple scattering. Second, hits of the first search planes may be combined independent of
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the nominal vertex. The projection of the candidate to the next search plane may then be made

without preference to vertex particles. While this is useful when the interaction vertex is not

well known, it is more susceptible to random combinatoric background.

To increase efficiency the Road Finder may use multiple seeding methods and multiple

plane search orders on the same event. If the MuID hardware were perfectly efficient and in as

much as the absorbing layers do not cause tracks scatter significantly from a strait trajectory,

each iteration over the planes in a different search order would produce the exact same set of

roads. The utilization of multiple orders of search then limits the dependence of the algorithm

on the hardware efficiency of one particular plane that might be used at a critical seeding stage

and also limits susceptibility of the algorithm on the overall efficiency. This aspect of the

algorithm also improves efficiency for a track that is dramatically scattered beyond the search

windows to the subsequent gap. This inevitably produces duplicate roads that are weeded after

all combinations are considered.

4.3.1.2 One Dimensional Roads

Once a seed is constructed by either method, it is projected to the next search plane as demon-

strated in panel 2 of Figure 4.8 and a list of hits within a search window is found. Since the

hardware channels overlap in the transverse plane, there is an 8% likelihood that two channels

will be fired. Furthermore, a separate track which passed through another part of the MuID

panel may also fire a tube within this window. Therefore, the road finder will consider the com-

bination of the projected seed with each hit as separate candidate as in panel 4 of Figure 4.8. If

there is no hit within the window then adjacent panels are examined for hits within the window.
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Figure 4.8: A schematic overview of reconstruction in one MuID orientation is demonstrated
in the example hit pattern. Panel 1 shows the actual track trajectory (dashed line) and the
associated hits of one orientation in each panel. Panel 2 is the seeding of the road (bold line) by
associating the hit of the second plane with the nominal vertex. Panel 3 is the projection of the
road to the third plane and association of a hit found within a fixed window (typically 5 channels
wide). Panel 4 is the projection of the road to the fourth plane where there are two possible hits.
Panel 5 is the bifurcation of the seed road into two road candidates each associating a different
possible hit at the third plane. In Panel 6 both roads are projected to the fifth plane but a hit is
only found for within the search window for one of the roads. Two roads are reconstructed: one
to depth five and one to depth four.

91



This must be done to follow a track at such an angle that it begins in one panel for shallow

planes and then transitions to another panel for deeper planes. If one or more hits are found

then each hit is combined with the seed as a separate candidate as before, but furthermore the

road candidate without any associated hit is retained. This allows the possibility that no hit was

in the current panel because of a hardware inefficiency. All candidate roads are successively

projected or interpolated to the next search gap until we have tracked each seed road through

the detector.

Once a set of one dimensional roads is made for each orientation, the set can be examined

for duplicates and unlikely candidates. The following parameters are considered for removal

road candidates and are tabulated in Table 4.1. The road must contain hits in two of the five

gaps. The road must penetrate the third gap. While this is very efficient for theJ/ψ this is

a limiting factor for theφ. The road must also contain fewer than two skipped gaps. At this

point it is also useful to remove any duplicate roads, since it is likely that the same exactly the

same collection of hits will be found from different orders of search. So only one candidate for

a unique set of hits is considered further.

4.3.1.3 Two Dimensional Roads

Roads of opposite orientation can now be paired. It is important to evaluate these pairs for

consistency to reject false combinations. As the right panel of Figure 4.9 demonstrates, if

two particles intersect the same panel there exists a stereoscopic ambiguity. We are unable to

distinguish the crossing of two hits produced by a real particle and the crossing of two hits

associate with different particles. For every N crossings associated with real tracks there exist
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Table 4.1: First Pass Road Finder Parameters

Parameter Value Description

SeedLoop[0] {-1,1,0,2,3,4} Order that gaps of MuID are searched, -1 indi-
cates that the vertex is the first measurement

SeedLoop[1] {-1,2,1,0,3,4} Order that gaps of MuID are searched, -1 indi-
cates that the vertex is the first measurement

ClusterCollectMode 0 Should the RoadFinder use multi-hit clusters or
just treat each hit as a cluster

minLastGap1D 2 Minimum Depth of a 1D road
minFiredGaps 2 Minimum number of gaps containing hits for a 1D

road
maxSkippedGaps 2 Maximum number of gaps missing in the planes

preceeding the last gap
minSharedHits1D 5 Number of hits required for roads to be considered

ghosts for the same orientation.
maxXRef1D 180 Maximum distance of a 1D roads projection to the

nominal reference plane z=0 in cm.
maxYRef1D 182 Maximum distance of a 1D roads projection to the

nominal reference plane z=0 in cm.
minLastGap2D 2 Minimum Depth of a 2D road

maxDelLastGap2D 1 Maximim difference of the last gap of paired 1D
roads

maxDelHitsPerGap 1 Maximum difference of hits per plane for paired
1D roads

maxDelTotalHits 2 Maximum difference of hits for all planes for
paired 1D roads

maxXRef2D 180 Maximum distance of a 1D roads projection to the
nominal reference plane z=0 in cm.

maxYRef2D 180 Maximum distance of a 1D roads projection to the
nominal reference plane z=0 in cm.

maxXChisq 1000 Maximum reducedχ2 of vertical road fit
maxYChisq 1000 Maximum reducedχ2 of horizontal road fit

minSharedHits2D 8 Number of hits required for roads to be considered
ghosts.
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Figure 4.9: MuID RoadFinder diagrams. Left panel demonstrates the necessity of checking
that hits of opposite orientation physically overlap. Right panel illustrates the stereoscopic
ambiguities resulting from the geometry of the detector.

N2 − N false combinations. Since all gaps have identical geometry, the same is true for the

pairing of 1D roads. This trend is observed in the reconstructed data. Figure 4.10 demonstrates

a scaling greater than a linear dependence of the roads with hit occupancy. There appears to be

a saturation at the highest occupancy due to the ghost rejection algorithm. There are additional

factors that contribute to number of reconstructed roads.

• The segmentation of the detector into 6 panels per detector limits this ambiguity within a

panel boundary; tracks that travel different panels are unambiguously resolved. This will

reduce the number of false roads due to stereoscopic ambiguities.

• Second, MuID hits due to the background originating at the beam pipe are not corre-

lated. In small numbers, this component readily contributes to ghosting of existing roads.

However, at much larger occupancies this may contribute to false combinations which

“appear” to be correlated. This is demonstrated in the greater number of roads recon-

structed in the unshielded panels above the beam-pipe shown in Figure 4.11.
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Figure 4.10: The number of roads per minimum-bias triggered event for the occupancies of a
Au+Au collision.
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Figure 4.11: The number of hits (dashed) and roads (solid)per event for each of the six MuID
panels (dashed): MuID panel 1 is the small panel located above the beam pipe. Occupancy is
prior to MuID ghost rejection.
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However, we can compare some characteristics of the 1D roads to reject the false combi-

nations. First, the depth that roads of opposite orientation penetrate the detector should differ

by no more than one MuID plane. If the detector was perfectly efficient we would require that

the depth match exactly. However, allowing a difference of one gap compensates for hardware

inefficiency in the last penetrated plane. Second, the two roads must basically contain the same

number of hits. This would prevent matching a road of one orientation associated with a hadron

to be matched with a road of the opposite orientation associated with a muon. Finally, the hits

within each gap of each orientation are checked to see if they physically overlap. It is possible

that a road of one orientation transitioned from one panel to another as discussed previously. A

road of the opposite orientation that did not make the transition should not be paired with the

previous road. As an example, a road containing the horizontal hit ”h1” of shown in the left

panel of Figure 4.9 could be paired with vertical hit ”v1”, but not vertical hit ”v2”.

4.3.1.4 Road Ghost Rejection

The Road Finder has now determined a set of roads by considering every unique combination

of hits that is reasonable. The entire algorithm thus far is optimized for efficiency and will no

doubt have produced multiple roads associated with the same physical track. These roads will

be used to seed the track finding, and track fitting in the magnetic field is relatively costly in

computing resources. Furthermore, similar roads are likely to produce almost identical tracks.

Both in the interest of reducing processing time and accurately reproducing physics signals, it

is necessary to group roads which are likely to be associated with the same tracks and pass only

one road which characterizes the group to seed the Muon Tracking. Since efficiently seeding the
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muon tracking is the prime deliverable of this process, we consider both similarity of the road in

the MuID and its projection to station III. To determine whether a road should be part of a group

we compare that road to each road within that group. The road is required to contain clusters

within a fixed window of the hits of a group member in both orientations. The road is also

required to project to MuTr station III within a fixed window of a group members projection. If

both are satisfied the road is added to the group. If the road can be associated with more than

one group, the groups are merged and the road is made a member of the resulting group. For

each group one road is selected to characterize the group. This is achieved by projecting each

road within a group to MuTr Station III and determining a median in the x-y plane. The road

which projects closest to this median position is retained to seed further tracking.

4.3.1.5 MuID Reconstruction Performance

The performance of the MuID can be demonstrated by its efficiency and its precision in pro-

jecting to MuTr station III. By simulating the response of theJ/ψ into the detector and subse-

quently reconstructing it, we can estimate its performance in these aspects. The performance

is evaluated using the default reconstruction parameters in Table 4.1. The same software used

to reconstruct real data is applied to simulation. If a road is constructed with at least 50% of

the hits originating from the simulated particle, then that particle has been successfully recon-

structed by the road finder. The reconstruction efficiency shown in Figure 4.12 is determined

from simulation for several values of MuID hardware efficiency (the probability that a charge

particle passing through a two-pack will register a hit in the electronics).

The MuID reconstruction efficiency for theJ/ψ is somewhat dependent on the its kine-
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Figure 4.12: The simulated MuID reconstruction efficiency of 5 GeV/c muons is shown for
several values of a detector channel efficiency uniform over the detector and a panel-by-panel
efficiency extracted from real data.

matics and its decay polarization. Figure 4.13 indicates that within the acceptance transverse

momentum does not seem to play an important role. However, the longitudinal momentum

of the daughter particles does introduce some bias. If the longitudinal momentum of theJ/ψ

is large then it is more likely that both decay muons will penetrate the MuID. Figure 4.14

shows thexF dependence of the efficiency. Specifically, if we require that all roads penetrate

the entire detector in order to reduce background we will loose about 25% of theJ/ψ signal

predominantly for smallxF . One caution to aggressive ghost rejection is that the grouping

of roads and selection method could select a less optimal road skewed by one or my outliers

in the group; Figure 4.15 demonstrates the success of the ghosting algorithm in selecting the

most appropriate road by providing an accurate projection to MuTr Station III. While multiple

scattering makes this more challenging for lower momentum muons, Figure 4.16 demonstrates

consistent precision for muons with momentum above 4 GeV/c.
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Figure 4.13: Transverse momentum dependance of MuID reconstruction efficiency of theJ/ψ
within the Muon Tracker acceptance using realistic MuID hardware efficiencies.
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Figure 4.14: Longitudinal momentum dependance of MuID reconstruction efficiency of the
J/ψ within the Muon Tracker acceptance using realistic MuID hardware efficiencies.
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Figure 4.15: The accurate projection of roads to Muon Tracker Station III fromJ/ψ decay
muons is demonstrated by the distribution of the residual of the projection with the simulated
hit position in station III.
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Figure 4.16: Projection of daughter muons ofJ/ψ roads to Muon Tracker Station III is much
better for high momentum tracks due to deeper penetration gives more measurement points and
there is less multiple scattering.
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4.3.2 MuTr Cluster Fitting

The passing of a charged particle through a MuTr gap induces a charge on several cathode

strips on either side of the anode layer as previously discussed in section 3.4.1. Typically, the

induced charge is distributed over three cathode strips. A typical distribution is demonstrated in

Figure 3.11. While the spacing of recorded strips is 1 cm, the fitting of a Mathiason function to

the charge distribution provides a position resolution of100 µm. An analysis of single particles

from cosmic rays has confirmed this position resolution for regions of the detector where noise

and gain fluctuations of the channels are less than 1% of the typical signal pulse.

4.3.3 Track Finding

Particles are reconstructed through the Muon Tracker by seeding Station III reconstruction from

MuID roads and then extrapolating to stations closer to the collision point, station III to station

II and station II to station I.

Each MuID road is projected to Station III and MuTr clusters that fall within a window

centered about that intersection of that projection with Station III are grouped into a stub. The

window must be wide enough to accommodate the coarse segmentation of the MuID and the

multiple-scattering that occurs in the backplane of the magnet. However, a large window causes

the algorithm to be more susceptible to forming false combinations of uncorrelated hits in the

detector. The stub provides a local vector of the particles trajectory. During Run II significant

regions of Station III had only one active gap. To remain efficient in these areas, stubs were

created from the projections of MuID roads with as few as two cathode clusters from the active
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gap. Based on the depth of the of the road into the MuID, a crude momentum estimate is then

used to extrapolate the trajectory through the magnetic field to Station II. If a stub is found

in station II within a window centered on the intersection of the extrapolation with station

II, the clusters of station III and II are together fit to refine the trajectory and improve the

estimated momentum. The window for considering clusters of station II is much smaller than

that of station III given the finer resolution of the MuTr chambers over the MuID chambers.

The subsequent extrapolation to station I allows an even narrower window to be utilized. The

windows in the azimuth (φ) and polar (θ) angles are listed in Table 4.2.

Finally, the collision vertex measured by the beam-beam counters is used to fix the tra-

jectory opposite the material of the central magnet and nose-cone. Corrections to the particle

momentum and trajectory are made for energy-loss and multiple scattering in the material. Fig-

ure 4.17 illustrates the reconstructed tracks of simulatedJ/ψ daughter muons and Figure 4.18

shows the reconstructed mass for theJ/ψ in a simulation with a realistic detector configuration

providing 150 MeV mass resolution .

Table 4.2: Each station of the MuTr is assigned a search window reflecting the cumulative
information available when hits of that station are considered within the algorithm.

Mutr Station Polar (cm) Azimuth (cm)
I 20 10
II 30 25
III 50 40
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Figure 4.17: This PHENIX event display demonstrates the reconstruction of a simulatedJ/ψ
event. The left axis is parallel to the beam axis so that the theJ/ψ origin is at the top of the
figure. Below then are the three MuTr stations and the five layers of the MuID.
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Figure 4.18: A realistic detector simulation and reconstruction yields theJ/ψ mass peak with
150MeV/c2 mass resolution. No background was present in this reconstruction.
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4.3.4 Particle Identification

The muon arm is predominantly occupied by pions and muons from pion decays. The first can

be distinguished from vertex muons by capitalizing on two aspects of differing response in the

MuID detector. First, for a given momentum, a pion will penetrate less deeply into the MuID

than a muon of the same momentum. A muon only interacts with the absorber materal via the

Coulomb force as do all leptons, whereas pions additionally interact via the strong force as do

all hadrons. Second, as a pion ranges out in a MuID absorber a characteristic shower of parti-

cles may be produced resulting a wide cluster of hits at the deepest gap. These are promising

characteristics to be ensure the purity of a muon sample. However, high occupancies and low

Iarocci tube efficiencies of the detector’s commissioning run have made practical application

very difficult.

In simulated embedding studies described later, 38% of roads that should have only been

tracked to the fourth MuID gap are actually tracked to the last gap. Presumably, this is the result

of an uncorrelated background hit within the search window of the road finding algorithm that

is incorrectly associated with the road. This analysis will not use any particle identification of

the MuID apart from the hadron rejection already afforded by the absorbing layers. The result is

that moreJ/ψ’s will have both decay muons reconstructed to the deepest plane of the detector

in high occupancy events.
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4.4 Detector Occupancy

A challenge of the heavy-ion analysis results from the drastically different occupancies of a

peripheral and central collision. Station I is the closest to the interaction point and may be the

most susceptible to background from collision particles at forward rapidities just beyond the

detector’s acceptance. Figure 4.19 shows the occupancy of the Muon Tracking chambers of

each station for three centrality classes. The data indeed reveal that Station I has the highest

occupancy of the three stations for most central events. A typical central Au+Au collision

shown in Figure 4.20 illustrates the challenge of pattern recognition in high occupancy events.

4.5 Signal Counting

The number ofJ/ψ’s reconstructed within the acceptance of the south spectrometer is deter-

mined by the following procedure. Each positively charged track is paired with each negatively

charged track. The two tracks are assumed to be muons ofmµ = 0.106GeV/c2 and to be the

only decay products of a single heavier particle. The invariant mass of this hypothetical particle

is determined by the following equation.

Mµ+µ− =
√

(
√
m2
µ+ + ~p2

µ+ +
√
m2
µ− + ~p2

µ−)2 − ~pµ+ · ~pµ− (4.1)

The momenta,~p, are the experimentally measured quantities at the collision vertex recon-

structed from the particle trajectories in the magnetic field.

The invariant mass spectrum is shown in Figure 4.21. There are 72 counts in the mass region
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Figure 4.19: The hit occupancies of the Muon Tracker are shown for the three stations for three
centrality classes, peripheral (40-90%) solid, mid-centrality (20-40%) dashed, and most-central
(0-20) dotted.
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Figure 4.20: These PHENIX event displays of real Au+Au events demonstrate the challenge
of reconstruction in a high occupancy environment. The upper panel is a view of the detector
from the perspective of the collision point. The MuTr clusters of hit cathode strips fan radially
outward and behind are the fired channels of the MuID horizontal and vertical layers. The lower
panel is a side view of a real Au+Au collision illustrating the presence of MuID background
near the beam pipe.
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Figure 4.21: Invariant mass spectrum of opposite sign muon pairs.

2.8 < Mµ+µ1 < 3.4 GeV/c2. This region is chosen to accommodate a2σJ/ψ mass resolution

of 160MeV/c2 as measured in the analysis of proton+proton collisions[17].

The majority of dimuons in the mass distribution are from uncorrelated tracks. This back-

ground component is well represented by forming the same invariant mass distribution from

muon pairs of like-signed charge shown in Figure 4.22. There are 67 like-sign counts in

the same mass region2.8 < Mµ+µ1 < 3.4 GeV/c2. The J/ψ yield is thereforeNJ/ψ =

5± 12(stat.) which is not inconsistent with a null signal. Nevertheless, we will attempt to ex-

tract as much as these statistics offer. This method of measurement does attempt to isolate the

directly producedJ/ψ component; theJ/ψ yield therefore includes contributions from decay

feed-down from other charmonium states such as theχc. Contributions from B meson decays

contribute less than 5% to the totalJ/ψ yield assuming both scale with the number of binary

collisions [1].
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Figure 4.22: Invariant mass spectrum of opposite(crosses) and like(circles) sign muon pairs
with identical quality cuts.

4.6 Efficiency Correction

Ideally we would measure the efficiency and acceptance of the detector for a specific signal like

the decay muons of theJ/ψ using a real source of that signal. If the exact kinematic description

of the signal at its origin was know, it could then be compared to that as reconstructed by the

detector. Unfortunately, there exists no such source; instead the acceptance and efficiency of

the south spectrometer is calculated through a detailed simulation of the detector in the GEANT

based PHENIX PISA framework. It is very important then that the simulation characterize the

various aspects of the detector as accurately as possible. The position of the sensitive elements

of the detector determine the geometric acceptance for single and multi-particle signals. We

evaluate the acceptance of the detector and the efficiency of the reconstruction software by

generating a realistic kinematic distribution of the signal and propagating these particles through
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the virtual experimental apparatus within the simulation framework. The result of the simulation

is a list of detector channels and associated detector response that are identical to that coming

from the real detector. This allows the same software that reconstructs the recorded data to be

used on the simulated signal to minimize any inconsistencies.

Realistic hardware efficiencies are incorporated into the simulation for both the MuID and

MuTr. The MuID two-pack efficiencies are calculated by reconstructing real data of pro-

ton+proton collisions with a modified road finder that excludes the MuID plane containing the

two-packs being evaluated. This process is repeated for each plane of the MuID and the effi-

ciencies are averaged over consecutive channels of the same HV segment. This efficiency distri-

bution is shown in Figure 4.23. The status of each MuTr HV channel was recorded throughout

the run. If a HV channel tripped or was disabled, the region containing the anode wires serviced

by that HV channel is completely dead. These regions shown in Figure 4.23 are masked during

the simulation to prevent a simulated response in the corresponding cathode strips.

The limited statistics prevent a kinematic dependent correction to theJ/ψ yield. The cor-

rection to the production integrated over rapidity andpT will therefore be dependent on the

distribution of the simulatedJ/ψ signal. The parameterized kinematic distributions used in this

analysis is shown in Figure 4.24. The Acceptance× Efficiency is arbitrarily separated into two

factors,Accgeo×Effresp+rec. The first is determined by an angular cut on the daughter muons

between 12 and 45 degrees relative to the beam axis and a minimum momentum cut of1GeV/c.

This includes 4.7% of the total rapidity distribution. However, if we only considerJ/ψ’s within

a rapidity window of -1.1 to -2.2 the acceptance is 30.5%. An additional acceptance loss of 54%

110



Two-pack Efficiency %
0 20 40 60 80 100

N
u

m
b

er
 o

f 
T

w
o

-p
ac

ks

0

100

200

300

400

500

600

700

MuID Two-pack Efficiency

x (cm)
-300 -200 -100 0 100 200 300

y 
(c

m
)

-300

-200

-100

0

100

200

300

MuTr Station 3 HV

Figure 4.23: MuID channel efficiency distribution and an example MuTr HV mask used to
simulate theJ/ψ signal. The light regions are the inactive HV channels for Station III gap 1
during run 30916.
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generator used to estimate the spectrometer acceptance and efficiency.
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results from inactive regions of the detector that are realized in a detailed simulated detector re-

sponse. For a perfectly performing detector 93% of theseJ/ψ are successfully reconstructed in

both the MuID and MuTr. The detector did not perform perfectly during the run; the dead and

inefficient regions resulting from tripped high voltage channels contribute an additional factor

of 64% efficiency loss and 77% if track quality cuts are applied,χ2/DOF < 10 and number

of MuTr hits is at least 12. The total acceptance and reconstruction efficiency for the realistic

detector is then0.305× 0.46× 0.23 → 0.032.

The non-sensitive material in the experimental apparatus must be well described for two

reasons. First, all signal particles will suffer energy loss and multiple scattering in the detector

material that will blur the precise geometric acceptance. Second, the material of the detector

will interact with particles from the collision that are not within the geometric acceptance of the

detector. The precise configuration of this material may render it as shielding for detector from

such particles or as a source of decay particles that fall into the geometric acceptance. The latter

results in a background component that must be disentangled from the signal component. One

such contribution to the background is demonstrated in Figure 4.25; the large contribution of hits

in the MuID from collision particles with very large pseudo-rapidity indicate that interactions

with the RHIC beam pipe within the MuID produces showers of particles transversely into the

MuID. Due to the sensitivity of this background component on the precise description of the de-

tector in simulation, the simulation was not used to describe the background component. Since

the forward spectrometer is limited by finite segmentation, the ability of the detector to resolve

the path of a particle decreases as the number of particles traveling into the detector increases.
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Figure 4.25: Simulated pseudo-rapidity distribution of primary particles from the collision that
produce hits in the MuID detector. Vertical lines indicate the location in pseudo-rapidity of the
MuID detector and the collider beam pipe.

Therefore, an accurate calculation of the efficiency of the reconstructing a signal requires the

presence of a background that is characteristic of a real collision. No better representation can

be made than the recorded data itself.

The effect of the background on the signal reconstruction efficiency is estimated by com-

bining the simulated signal with the recorded data of a Au+Au collision. Then the same re-

construction software used to process the real data is applied to this combination of detector

signals. The success of the reconstruction is evaluated event-by-event over the recorded cen-

trality distribution. The dependance of the acceptance and efficiency,Accgeo×Effresp+rec, on

the centrality of the collision for one set of quality cuts is shown in Figure 4.26 and Table 4.3.

It shows a smoothly increasing efficiency loss with more central (higher occupancy) events.
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Figure 4.26: The centrality dependance of the Acceptance×Efficiency ofJ/ψ’s with rapidity
−2.2 < y < −1.1 into the south spectrometer. Efficiency is calculated by embedding simulated
decay muons into a real Au+Au collision.

Table 4.3: South Arm Acceptance×Efficiency estimated by simulating the MuTr high-voltage
conditions of run 30916 and embedded in recorded events of appropriate centrality. Recorded
events outside the vertex range (−20 < Zvertex < 40cm) were excluded from the embedding.

% Centrality Accgeo × Effresp+rec Statistical Uncertainty
0-20 0.008 25.0%
20-40 0.016 17.0%
40-90 0.027 8.9%
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4.7 Signal/Background Optimization

TheJ/ψ efficiency calculation previously discussed may be used to estimate the expected num-

ber of counts in the data set by extrapolating the “normal” nuclear production and suppression

measured at lower energies to be discussed later in Section 5.2.2. Given the detector perfor-

mance we expect only tens of counts to be successfully reconstructed depending on the quality

cuts used. In this section, the available data quality cuts are explored to determine the set of

cuts that should produce the most statistically significant result.

4.7.1 Dimuon Open-Angle

The polarization of theJ/ψ decay determines in part the separation of the decay muons in the

lab-frame. If the decay is precisely along the direction of theJ/ψ lab momentum, the backward

muon will exactly trail the forward muon until separated by interactions in the absorber and

the Muon Magnetic field. However, within the South Muon Arm acceptance this represents a

very small phase space. The angles subtended by the muon pair at the origin (open-angle) are

shown in left panel of Figure 4.27 in a simulation of the South Arm acceptance. Requiring a

minimum open-angle of 20 degrees should then introduce very little bias beyond the detector

acceptance itself. Some background reduction could be gained by requiring larger opening

angle as shown in the right panel of Figure 4.27. A 30 degree open-angle cut would result in

less than a 10% acceptance loss, but the introduction of this additional bias only provides a

background reduction of 22%. Unless otherwise stated all dimuon candidates will require a 20

degree open-angle.
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Figure 4.27: The angle subtended in the laboratory frame (open-angle) by candidate dimuons
within the invariant mass region2.8 < Mµµ < 3.4 GeV/c2 for simulation (left) and real data
(right). A 20 degree minimum cut has already been placed on the data shown.

4.7.2 MuID Depth

As previously stated this analysis does not use any explicit muon identification; however, the

decay characteristics of theJ/ψ allow the MuID depth information to provide significant back-

ground reduction. At least one muon originating fromJ/ψ decays will penetrate to deepest

MuID plane for more than 99% ofJ/ψ’s within the MuID acceptance. Requiring that both

decay muons penetrate the entire detector gives an acceptance loss of about 18%. Figure 4.28

shows the MuID depth distribution of the least penetrating muon of theJ/ψ decay pair.

4.7.3 Track Fit Quality

The statistical summary of each track’s quality is its reducedχ2. A particle’s track-hit residuals

are normalized by the resolution of the hit position measurement such that the quantity is unit-

less. The sum is then normalized by the statistical degrees of freedom. For simulated tracks this

value peaks sharply near 1 as one might expect, but the recorded data are shifted with mean of

116



 Decay Muons (Simulation)ψMinimum Depth of J/

MuID Depth
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

’s
ψ

P
er

ce
n

t 
o

f 
J/

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Figure 4.28: The MuID depth of the least penetratingJ/ψ decay muon from simulation.

about 5 with some structure retaining perhaps a vestige of the ideal distribution. In Figure 4.29

the reducedχ2 distribution is shown for the tracks that have hits in all planes of the Muon

Tracker in peripheral collisions. The shift is likely caused by the mis-association of hits that are

not correlated with the track. A detailed account of the shift has not been fully explored.

4.7.4 Number of MuTr Hits

Ideally, only tracks with associated hits at all 16 planes of the MuTr would be considered. Even

if all active areas were 98% efficient, this would represent a track efficiency loss of about 30%.

As illustrated earlier there were many inactive regions of the detector during the data collection.

Such a stringent requirement would then result in more than a 90% efficiency loss.
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Figure 4.29: The Reducedχ2 of tracks that have associated hits in all 16 planes of the Muon
Tracker.

4.7.5 Quality Cut Summary

By varying these cuts simultaneously the statistical significance may be maximized. A subset

of explored parameters is shown in Table 4.4. The reducedχ2 characterizes the quality of the

track fit; the best fit tracks should typically be near 1. The quantity MuID Depth is the required

depth on both single tracks. A value of 2 requires both tracks to only penetrate the the third

MuID plane; a value of 4 requires full penetration. The minimum number of required hits for

any track to be reconstructed in the MuTr is 10; if the chambers were perfectly efficient each

track would have 16 associated hits. The effects of these cuts are applied to a simulated signal

reconstructed within the background hit occupancy of real data and to the real data dimuon

distribution. The Signal is a simple scaling of the simulated yields to match the expectations of

the recorded luminosity. The background is the number of like-sign dimuons within the mass
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Table 4.4: Optimization of Statistical Significance

Reduced MuID Required Simulated Signal Background S/N Statistical
χ2 Depth MuTr Hits Counts Significance

1000 2 10 560 20.0 36038 0.0006 13.43
10 2 10 491 17.5 1279 0.014 2.89
5 2 10 401 14.3 186 0.077 1.37

1000 2 12 345 12.3 2279 0.0054 5.49
1000 2 15 9 0.3 3 0.11 7.82
1000 2 16 4 0.1 1 0.14 10.25
1000 4 12 298 10.6 925 0.012 4.05
10 4 12 266 9.5 69 0.14 1.28
5 4 12 223 8.0 20 0.40 0.87

region2.8 < Mµ+µ− < 3.4 GeV/c2 after the same cuts are applied. TheS/N value is the

ratio of the remaining signal to background; the statistical significance is the ratio of the signal

to the statistical uncertainty associated with subtracting the background from the hypothetical

unlike-sign distribution containing signal and background,σS/S =
√

(S + 2Nbackground)/S;

the result is significant when the statistical significance is less than 1. The cut providing the

most dramatic reduction in background is the reducedχ2 improving the S/N by a factor of 23.

Tightening the cut on the number of hits dramatically reduces the effective acceptance of the

MuTr given the high voltage performance of the run. However, requiring full penetration into

the MuID reduces the signal by less than 20% and improves the S/N ratio by more than a factor

of 2. The most promising set are the last two entries with statistical significances of 1. While

the last candidate is slightly better, it requires a reducedχ2 cut into a region of the distribution

that is not well understood. Therefore, the yield resulting from this analysis will be derived

from the previous entry.
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4.8 Centrality Dependent Invariant Yield

The centrality dependence of the dimuon invariant mass distributions are used to extract the

invariant yield,BdN/dy for three exclusive centrality selections, whereB is theJ/ψ → µ+µ−

branching ratio.

4.8.1 Signal Counts

The invariant mass spectra discussed in section 4.5 have been divided into three centrality bins

shown in Figure 4.30. The most central collisions contain both the largest physics background

contributions and the largest potential for random combinatoric background due to the high

occupancy. In contrast, the peripheral selection is a much cleaner environment. The like-

sign and unlike-sign dimuon candidates within the mass region2.8 < Mµ+µ− < 3.4 GeV/c2

are summarized in Table 4.5. The values for all centralities are not inconsistent will a null

result. However, the mid-centrality observations do result in a marginal, but positive signal.

The significance of these results will be discussed further in the next section.

Table 4.5: The signal and background dimuon counts within the mass region2.8 < Mµ+µ1 <
3.4 GeV/c2 with standard cuts described in Section 4.7.5.

Centrality Like-sign Counts Unlike-sign Counts Difference
0-20% 58 51 -7
20-40% 20 8 12
40-90% 1 1 0
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Figure 4.30: Dimuon invariant mass distribution (top row: most central, 0-20%; middle row:
mid-central, 20-40%; and bottom row: peripheral, 40-90%) for unlike-sign pairs (left column),
like-sign pairs (center column) and the subtracted difference (right column).
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4.8.2 Statistical Analysis

We will now examine the statistical significance of the like and unlike sign dimuon yields as

a function of centrality. The analysis procedure utilized by the PHENIX collaboration in the

dielectron analysis will be followed [1]. The dimuon counts within the mass region,2.8 <

Mµµ < 3.4 GeV/c2, for the like-sign and unlike sign pairs will be considered. Since the

sampling of each follows Poisson statistics, the likelihood that given a measurement of the like-

sign and unlike-counts,Nu andNl, was sampled from a distribution with expectation values,

νu andνl is

L(νl, νu) =
νNl
l e−νl

Nl!
× νNu

u e−νu

Nu!
(4.2)

It is assumed that the unlike-sign distribution includes both the pairing of uncorrelated sin-

gle particles and a the pairing of correlated muons of theJ/ψ decay; the like-sign distribution

contains only the contribution from uncorrelated single particles. The contribution of the corre-

lated signal is then given byNs = Nu −Nl .

By integrating over theL(νl, νu) the likelihoodL(νs) is determined whereνs is the expec-

tation value for the number of signal counts.

L(νs) =
∫ ∞

0

∫ ∞

0
L(νl, νu)δ(νs − νu + νl)dνldνu (4.3)

In this formulation there is a finite probability of extracting a negative signal which would be

unphysical. This constraint is imposed by forcingL(νs) to zero for values ofνs less than zero
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and renormalizing the distribution to unity as shown in Figure 4.31. The vertical bar at the most

right marks 90% of the distribution above a zero signal. The most likely value is12+5.22
−5.32 counts.

Values for all centralities are tabulated in Table 4.6

These results are presented as the decay branching ratio ofJ/ψ → µ+µ− times the invariant

yield;Nmb−evt is the number of events included in the analysis.

B × dN

dy
|−2.2<y<−1.1 =

NJ/ψ

Nmb−evt
× 1
4y

× 1
Accgeo × Effresp+rec

(4.4)

A non-zero signal count was only measured for the mid-centrality event class and a most-

likely invariant yield can be calculated. For all centrality classes a 90% confidence level upper

limit is calculated in Table 4.7.
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Figure 4.31: The likelihood of extracting a signal,νs, in the case of an unlike sign sampling of
20 and and a like-sign sampling of 8. The right vertical line is the extracted 90% confidence
level and the two vertical lines left and right of 12 marks the 34% confidence above and below
the most-likely value.
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Table 4.6: Statistical results for observedJ/ψ counts using a log-likelihood analysis for three
exclusive centrality selections. Shown are the most likely signal values and the 90% confidence
level upper limits.

% Centrality Events Like-sign Unlike-sign Most Likely 90% C.L.U.L.
0 - 20 1198160 58 51 0 13.6
20 - 40 1241160 8 20 12+5.7

−5.4 19.1
40 - 90 3085660 1 1 0 3.3

Table 4.7: Invariant yields at forward rapidity calculated for the most likely value and 90%
confidence levels.

BdN/dy per binary collision(×10−6)
% Centrality Npart Ncoll Most Likely Value 90% C.L.U.L.

0 - 20 280± 4 779± 75 N.A. 1.65
20 - 40 140± 5 296± 318 1.73 2.84
40 - 90 34± 3 45± 7 N.A. 0.795
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4.9 Systematic Errors

The primary systematic uncertainty associated with the invariant yield calculation is the detector

acceptance and efficiency,Accgeo × Effresp+rec which is calculated for each centrality class

as described previously. Several contributions to this systematic error will be considered.

• ThepT dependence of the efficiency is illustrated in Figure 4.32. The systematic uncer-

tainty due to thepT dependence is estimated by comparing theAccgeo × Effresp+rec

averaged over0.0 < pT < 4.0 when applied to the distribution of shown in Fig-

ure 4.24 and when applied to a uniform distribution. The difference of the average

Accgeo × Effresp+rec is 9.1%.

• Similarly, the choice of rapidity distribution of the simulation contributes some uncer-

tainty. This was evaluated in the proton+protonJ/ψ analysis and found to contribute less

than 3%. The detector occupancies of proton+proton environment are much less than

Au+Au. Therefore, any convolution of an occupancy-dependent efficiency varying with

rapidity would not be included.

• The efficiency loss in the most central bin reduced dramatically the statistics of the simu-

lation used to determine the efficiency. For this centrality the statistical uncertainty of the

extractedAccgeo × Effresp+rec is 25%. The calculation was compared with two other

running conditions and found to be within this statistical uncertainty.

• Run-by-run efficiency differences introduce a systematic error; the efficiency correction

Accgeo × Effresp+rec is not made for each MuTr HV configuration and background
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Figure 4.32: The simulatedpT dependence ofJ/ψ acceptance and efficiency not including
mixed background.

conditions associated with each run. Similar detector performance and variations were

seen during the proton+proton run which immediately followed the Au+Au run. This

effect was evaluated in theJ/ψ analysis of the proton+proton data and found to contribute

5% to the systematic error[17].

The systematic uncertainty of the invariant yield is dominated by the acceptance×efficiency

correction and a cross-check is performed. The totalJ/ψ acceptance and efficiency calculated

in the PHENIX proton+proton analysis isAccgeo × Effresp+rec = 0.035 ± 0.03%(stat) ±

0.13(sys). The proton+proton run immediately followed the Au+Au run and the performance

of the PHENIX forward spectrometer was very similar. The peripheral Au+Au collisions have

the lowest detector occupancy and provide the most useful comparison to the proton+proton re-

sult. The value derived in this work for peripheral Au+Au collisions (0.027±8.9%) is consistent
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with the published proton+proton analysis within the stated errors. The subsequent degradation

of efficiency at higher occupancies (more central collisions) is expected and observed to be a

smooth transition. A high statistics simulation could reduce the statistical uncertainty of this

measurement, but the statistical limitations of the data on which the corrections are being ap-

plied do not warrant what would be at most a factor of 2 reduction in the overall systematic

error. The estimated systematic errors are summarized in Table 4.8
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Table 4.8: Summary of systematic errors considered for the acceptance and efficiency correction
to the observed dimuon yields.

Source Systematic Uncertainty
pT Dependence 9.1%

Rapidity Dependence 3%
Simulated Statistical 25%

Run-by-run Variations 5%
Total (Quadrature Sum) 27%
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Chapter 5

Experimental Results, Model

Comparisons, and Discussion

In the preceeding analysis we have examined 5.5 million Au+Au reactions at
√
sNN = 200 GeV

selected with a minimum bias trigger representing 90% of the Au+Au cross section. The data

recorded by the PHENIX forward spectrometer were used to reconstruct the momentum and

trajectory of particles from the collisions. The invariant mass spectra were made by combin-

ing particles of like-sign charge and unlike-sign charge. The like-sign spectra (uncorrelated)

were subtracted from the unlike-sign (correlated+uncorrelated) spectra, but no statistically sig-

nificant J/ψ signal was found. However, the 90% confidence level upper limits set by the

measured yields have been extracted for three exclusive centrality selections. Systematic cor-

rections have been applied to these values to derive an invariant yield for these centrality classes.

TheBdN/dy values of theJ/ψ in Au+Au reactions at
√
sNN = 200 GeV from this analysis
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are presented in Figure 5.1 for three exclusive centrality selections. These are measured within a

rapidity range−2.2 < y < −1.1 via theµ+µ− (dimuon) decay channel. Also shown is the pro-

ton+proton measurement at the same collision energy and rapidity [17]. The grey band outlines

the invariant yield assuming binary scaling of the proton+proton measurement. The measure-

ments made in Au+Au reactions are compatible with any prediction that would be comparable

to or below binary scaling. Before this result and other recent measurements by the PHENIX

experiment are discussed further, several theoretical predictions for RHIC will be surveyed.

5.1 Previous PHENIX Measurements

5.1.1 J/ψ Production in proton+proton reactions at
√
SNN = 200 GeV

Immediately following the Au+Au run examined in this analysis, PHENIX recorded proton+proton

reactions at
√
SNN = 200 GeV. J/ψ production was measured at both mid-rapidity within the

PHENIX central arms and at forward rapidity within the PHENIX forward spectrometers. The

J/ψ was observed at mid-rapidity via the dielectron decay channel and at forward rapidity

via the dimuon decay channel. This measurement ofJ/ψ production is important for several

reasons.

First, the successful reconstruction of theJ/ψ peak shown in Figure 5.2 represents an im-

portant milestone in the commissioning of the PHENIX forward spectrometer. In spite of a

challenges presented by less than optimal detector performance, the efforts of many years of

design and construction were realized.

Second,J/ψ hadroproduction mechanisms can only be understood by examining data over
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Figure 5.1: TheJ/ψ invariant yield per binary collision is shown for proton+proton reactions
and three exclusive centrality ranges of Au+Au reactions at

√
sNN = 200 GeV. The most

likely value for the proton+proton measurement is shown with statistical errors and bracketed
by the systematic error. For the three Au+Au measurements, 90% confidence level upper limits
are shown bracketed above by the estimated systematic uncertainty. The most likely value is
shown for mid-centrality, marked above and below by the 68% confidence limits. The grey
band indicates the scaling of the proton+proton measurement with the number of binary colli-
sions and the width is the quadrature sum of the systematic and statistical uncertainties. The
systematic uncertainty in the invariant yield per binary collision does not include the systematic
uncertainty of the expected number of binary collisions.
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3

tions and mean pT values could not be measured. The
systematic study of J/ψ production at Relativistic Heavy
Ion Collider (RHIC) energies with wide pT and rapid-
ity coverage should therefore provide crucial tests of J/ψ
production models. In addition, the RHIC proton-proton
results provide a baseline for studying cold and hot nu-
clear matter in proton-nucleus and nucleus-nucleus colli-
sions using J/ψ yields as a probe.

Intense theoretical interest in the J/ψ production
mechanism was stimulated when the Color Singlet Model
(CSM) was found [4] to dramatically underpredict the
high pT CDF prompt J/ψ and ψ(2S) cross sections [3].
Attention turned toward models in which color octet
cc̄ states can also contribute to the J/ψ yield. The
Color Octet Model (COM), which is based on the Non-
Relativistic QCD model [5], has been successful in re-
producing the high pT CDF prompt J/ψ cross sections,
as has the more phenomenological Color Evaporation
Model [6].

In this paper we report results of the first measure-
ments of pp→ J/ψ+X at RHIC, made at

√
s = 200 GeV

by the PHENIX experiment. The data yield the first to-
tal cross sections for J/ψ production beyond fixed target
energies, and the first measurement of 〈pT 〉 beyond

√
s

= 63 GeV. They will constrain models in the lower pT
region where gluon fusion is expected to dominate (at pT
beyond about 5 GeV/c, the direct J/ψ production cross
section is expected to be dominated by fragmentation of
high pT gluons [7]).

The PHENIX experiment [8] detects electrons in the
pseudo-rapidity range |η| ≤ 0.35 in two central spectrom-
eter arms covering ∆φ = 90◦, and forward rapidity muons
in two muon arms covering ∆φ = 360◦. Only one muon
arm, covering 1.2 < η < 2.2, was operational for this
data set. Electrons are identified by matching charged
particle tracks to energy deposits in the Electromagnetic
Calorimeter (EMC) and to rings in the Ring Imaging
Čerenkov Detector (RICH), which has a threshold of 4.7
GeV/c for pions. Muons are identified by finding deeply
penetrating roads in the Muon Identifier (MuID) and
matching them to tracks in the Muon Tracker (MuTr).

The data were recorded during the 2001/2002 pp run at√
s = 200 GeV. After quality assurance and vertex cuts

(± 35 cm for ee and ± 38 cm for µµ), 67 nb−1 were used
for the J/ψ → µ+µ− analysis, and 82 nb−1 for J/ψ →
e+e−. The minimum bias interaction trigger required
at least one hit on each side of the interaction vertex in
the Beam-Beam counter (BBC). Minimum bias trigger
rates varied from 5 to 30 kHz. Events containing J/ψ
decays were selected using level-1 triggers in coincidence
with the minimum bias interaction trigger. The J/ψ →
e+e− trigger required a minimum energy deposit of either
0.75 GeV in a 2 × 2 tile of EMC towers or 2.1 GeV
in a 4 × 4 tile. The J/ψ → µ+µ− trigger required at
least two deeply penetrating roads in separate azimuthal
quadrants of the MuID [9].
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FIG. 1: The invariant mass spectra for dielectron and dimuon
pairs. Unlike-sign pairs are shown as solid lines, the sum of
like-sign pairs as dashed lines.

J/ψ yields in the central arms were obtained by re-
constructing electron-positron pairs. Electron candi-
dates were charged particle tracks that were associated
with a RICH ring (≥ 2 hit phototubes) and an EMC
hit (±4σ position association cut), and which satisfied
0.5 < E/p < 1.5, where E is the EMC cluster energy
and p is the reconstructed track momentum. A 5 GeV/c
upper limit on electron momentum prevented charged pi-
ons from firing the RICH.
J/ψ yields in the muon arm were obtained by recon-

structing µ+µ− pairs. Muon tracks were reconstructed
by finding a track seed in the MuID and matching it to
clusters of hits in each of the three MuTr stations. The
momentum was determined by fitting, with a correction
for energy loss, the MuID and MuTr hit positions and the
BBC vertex position. Each track was required to pass
5σ cuts on the χ2 from the track fit and on the radial
distance of the fitted track from the measured z-vertex
position.

Unlike-sign pairs and, for background estimation, like-
sign pairs satisfying the above conditions were combined
to form invariant mass spectra. Simulations show that
the acceptance for like-sign and unlike-sign pairs is the
same to within a few percent for invariant masses above
1 GeV/c2 for electrons. In Fig. 1, unlike-sign and like-
sign invariant mass spectra from the entire pp data set are
shown together. For electrons, the net yield inside 2.8 -
3.4 GeV/c2 is 46, for muons inside 2.71 - 3.67 GeV/c2 it is
65. For electrons, the peak width is 110 MeV/c2 and the
centroid agrees well with the PDG value [10]. For muons,
the width is 160 MeV/c2. The muon peak centroid is
higher than the PDG value by about 3%, consistent with
the uncertainty in the muon magnetic field calibration.

The J/ψ cross sections were determined from the mea-
sured yields using

Bll
d2σJ/ψ

dydpT
=

NJ/ψ

(
∫
Ldt)∆y∆pT

1

εbias εlvl1

1

Aεrec

Figure 5.2: The invariant mass spectra for dielectron and dimuon pairs in proton+proton colli-
sions at

√
sNN = 200 GeV [17]. Unlike-sign pairs are shown as solid lines, the sum of like-sign

pairs as dashed lines.
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a large range of collision energies, rapidity coverage, and transverse momentum. Theoretical

interest was rekindled when the color singlet model dramatically under-predicted the CDF high

pT promptJ/ψ cross sections. Two models are able to successfully describe the excess over the

color singlet model by including the contributions of color octet production processes, the color

octet model (COM) based on the NrQCD framework and the phenomenological color evapo-

ration model (CEM). This measurement can explore production within the energy gap of fixed

target energies and high-energy colliders. In fact, the PHENIXJ/ψ result for proton+proton

collisions provides the first measurement of< pT > above
√
s = 63 GeV [17].

Third, the search for the quark gluon plasma in the heavy-ion physics program requires a

baseline measurements in proton+proton reactions and proton-nucleus reactions.

TheJ/ψ transverse momenta spectra have been measured [17] and are shown in Figure 5.3.

The predictions of the color singlet model, shown for both central and forward rapidities, con-

sistently under-predict the measurements. Also shown are the predictions of the COM which

are compatible with the measured spectra [18]. The latter calculations are only valid between

pT of 2 GeV/c and 5 GeV/c. Below this range, the intrinsic transverse momentum,kT , of the

partons is not properly accounted. Within this range the gluon fusion production process dom-

inates; however, forpT > 5GeV the fragmentation of gluons is shown to be the dominant

production process. The latter contribution has not been included in the calculation. With the

increased statistics of future runs at RHIC the measuredpT will be extended and calculations

covering the fullpT range will be needed.

The wide kinematic coverage obtained by combining the acceptance of the PHENIX central
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where NJ/ψ is the measured J/ψ yield,
∫
Ldt is the inte-

grated luminosity measured by the minimum bias trigger,
Bll is the branching fraction for the J/ψ to either e+e−

or µ+µ− pairs (PDG average value 5.9% [10]), εbias is the
minimum bias trigger efficiency for an event containing
a J/ψ, εlvl1 is the level-1 trigger efficiency for detecting
a J/ψ, and Aεrec is the acceptance times reconstruction
efficiency for a J/ψ.

The integrated luminosity can be written as
∫
Ldt =

NMB/σBBC , where NMB is the number of minimum bias
triggers and σBBC is the minimum bias trigger cross sec-
tion. Using a van der Meer scan measurement, σBBC
was determined to be 21.8 ± 2.1 mb [11]. We have
estimated εbias in two ways. First, the minimum bias
trigger efficiency for J/ψ events from a simulation study
using Pythia [12] (with the GRV94NLO parton dis-
tribution functions (PDFs)) was 0.74, with no pT de-
pendence. Good agreement is observed in the dNch/dη
distribution between Pythia simulations and measure-
ments [13] for events involving high pT π0 production.
Second, we measured [11] our minimum bias trigger effi-
ciency for high pT π0 production using events recorded
with a high pT EMC trigger. The efficiency of 0.75 ± 3%
is constant within uncertainties over the measured range
of 1.5 < pT < 9 GeV/c. We chose to use our measured
trigger efficiency from high pT π

0 events when calculating
the J/ψ cross section, assuming that the trigger efficiency
is the same for both processes.

For the electron analysis, Aεrec was determined as a
function of pT using a full GEANT simulation of single
J/ψ events with flat distributions in dN/dy (|y| < 0.6),
pT (pT < 6 GeV/c) and collision vertex (|z| < 35 cm).
The GEANT simulations were tuned to match real detec-
tor responses for single electrons. The reconstruction effi-
ciency calculations used a typical dead channel map. An
average correction for run-to-run variations in detector
active area was determined from single electron yields.
An estimate of the systematic uncertainty in A εrec due
to z vertex dependence of the acceptance, momentum
resolution effects, the pair mass cut, and electron identifi-
cation cuts is given in Table I, along with the uncertainty
in the yield due to Drell-Yan and correlated charm decay
contributions. The efficiency εlvl1 of the level-1 J/ψ trig-
gers in the central arms was determined as a function of
pT by using a software trigger-emulator to analyze simu-
lated single J/ψ events. The results are shown in Table I.
The trigger emulator was tuned by analyzing simulated
single electrons and comparing with the real single elec-
tron trigger efficiency.

For the muon arm, Aεrec εlvl1 was determined as
an average within each rapidity and pT bin, using a
full GEANT simulation with J/ψ events generated by
Pythia (with GRV94LO PDFs). The Pythia J/ψ ra-
pidity and pT distributions are very similar to those of the
real data, so that bin averaging effects should be approx-
imately accounted for by this procedure. The simulated

TABLE I: Table of quantities and their systematic error esti-
mates. Ranges are given for pT dependent quantities. For the
µ+µ− case the values of Aεrec and εlvl1 are combined. The ab-
solute cross section normalization uncertainty from εbias and∫
Ldt is kept separate and is labeled (abs).

Quantity e+e− µ+µ−

Yield ± 5% ± 5%

Aεrec 0.026-0.010 ± 13% 0.038 - 0.017 ± 13%

εlvl1 (2×2) 0.87-0.90 ± 5%

(4×4) 0.30-0.74 ± 36%

εbias 0.75 ± 3% 0.75 ± 3%
∫
Ldt 82 nb−1 ± 9.6% 67 nb−1 ± 9.6%

Total ± 15%(sys) ± 10%(abs) ± 14%(sys) ±10%(abs)
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FIG. 2: The J/ψ pT distributions for the dielectron
and dimuon measurements, with statistical uncertainties.
The solid line is a phenomenological fit of the form
1/(2πpT ) dσ/dpT = A (1 + (pT /B)2)−6. The dashed line is
an exponential fit. The CSM (dot-dashed) and COM (dotted)
calculations are from [15].

events were reconstructed using the same reconstruction
software and cuts as for the real data, assuming nomi-
nal detector efficiencies and typical realistic dead channel
and dead high-voltage maps. Each event had to pass the
simulated dimuon trigger. The systematic error includes
discrepancies between Monte Carlo and real detector re-
sponse, run to run variations in the detector state, and
uncertainties in the Pythia distributions. The results,
integrated over the rapidity range of the muon arm, are
shown in Table I, along with an estimate of the system-
atic error on the yield due to the background subtraction
technique. In both the electron and muon cases the J/ψ
polarization was assumed to be zero, since existing J/ψ
polarization measurements are consistent with zero at
low pT [14]. The effect of the unknown J/ψ polarization
has not been included in the systematic error.

The pT distributions for J/ψ → e+e− and J/ψ →
µ+µ− are shown in Fig. 2, with predictions [15] from the
COM. Predictions of the CSM, which greatly underpre-
dicts the cross sections, are also shown. These predictions

Figure 5.3: TheJ/ψ pT distributions for the dielectron and dimuon measurements in pro-
ton+proton collisions at

√
sNN = 200 GeV with statistical uncertainties[17]. The solid line is

a phenomenological fit of the form1/(2πpT ) dσ/σpT = A(1 + (pT /B)2)−6. The dashed line
is an exponential fit. The CSM (dot-dashed) and COM (dotted) calculations are from [18].
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arm and the acceptance of the PHENIX forward spectrometer removes the ambiguity present in

many high energy collider experiments by extrapolating into kinematic regions beyond their ac-

ceptance. The importance of this is demonstrated in the variation of calculations in Figure 5.4.

Shown are the central arm measurement at mid-rapidity and the muon arm measurements di-

vided in two rapidity bins. There are two COM calculations using different parton distribution

functions. Since the integrated yield is dominated by the gluon fusion process, the shape of the

calculated distribution is very sensitive to the choice of PDF. While one may be favored slightly

over the other, a measurement with greater statistical precision is required to constrain them.

The totalJ/ψ production may be determined by integrating the PYTHIA calculation which

reproduces the shape of the data best. The PHENIX measurement is compared to measurements

at lower energies in Figure 5.5. Also shown are the COM calculations for two different parton

distribution functions. Both are consistent with the measurement once the factorization scale

is optimized to give the best agreement with the data. The color evaporation model (CEM)

provides similar agreement with the measurement. Unfortunately, the recorded data did not

provide sufficient statistics for aJ/ψ polarization measurement. The different predictions of

the COM and CEM for this observable discussed in section 2.3 are an important test of these

models. Future measurements planned at RHIC with increased luminosity and over an energy

range of
√
s = 200 GeV to 500 GeV will make this measurement possible.
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are limited to pT > 2 GeV/c because parton intrinsic
transverse momentum (kT ) broadening is not accounted
for properly in the calculation. The COM calculations do
not include fragmentation contributions, which become
important at around 5 GeV/c [3]. Calculations cover-
ing all pT and including fragmentation contributions are
needed. The solid lines are a phenomenological fit of a
form that has been shown to fit J/ψ data well at fixed
target energies [16]. The dashed line is an exponential
fit. The phenomenological fits yield 〈pT 〉 values of 1.85
± 0.46(stat) ± 0.16(sys) GeV/c (central arm) and 1.78 ±
0.27(stat) ± 0.16(sys) GeV/c (muon arm), with a com-
bined value of 1.80 ± 0.23(stat) ± 0.16(sys) GeV/c. The
systematic uncertainties were estimated from the spread
in 〈pT 〉 from a weighted mean of the binned data, the
phenomenological fit, and the exponential fit. An ad-
ditional 3% was assigned to the muon 〈pT 〉 due to the
uncertainty in momentum scale.

The J/ψ rapidity distribution obtained by combining
the dielectron and dimuon measurements is shown in
Fig. 3, with the muon arm data divided into two ra-
pidity bins. The COM curves are theoretical shape pre-
dictions [9] using the same models as are discussed in
connection with Fig. 4b, except that they are normal-
ized to our data to make the shape comparison clearer.
Since gluon fusion is the dominant process in all of the
models, the rapidity shape depends mostly on the gluon
distribution function and is not very sensitive to the pro-
duction model. Most of the available PDFs are consistent
with the data, and improved statistical precision will be
needed to constrain them. A Pythia calculation that
reproduces the shape of our data best is also shown in
Fig. 3. Normalizing this to the data, the total cross sec-
tion was determined to be 3.99 ± 0.61(stat) ± 0.58(sys)
± 0.40(abs) µb. The quoted systematic error of 14% was
estimated by setting the measured cross sections all to
their upper systematic error limits or all to their lower
systematic error limits and noting how the cross section
changed. The variation in the total cross section ex-
tracted if we use the same procedure with different PDF
choices and models was estimated to be small ( 3%).

A comparison is made in Fig. 4a of the present 〈pT 〉
value with values from previous experiments [1]. There
are no theoretical predictions that we can compare with
the 〈pT 〉 measurements. The total J/ψ cross section
determined in this analysis is shown in Fig. 4b, along
with cross sections determined by lower energy experi-
ments [1] and predictions from the COM [9] using two
different PDFs. The

√
s dependence of the cross section

is sensitive to the factorization scale Q, since the shape
of the PDFs depend on Q. The values of Q (3.1 GeV
for GRV98NLO and 2.3 GeV for MRST2001NLO) were
chosen to give good agreement with the data. The to-
tal cross section normalization was obtained using color
octet matrix elements from [17], but has large theo-
retical uncertainties associated with the charm quark
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√
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mass and the renormalization scale. The renormaliza-
tion scale was taken to be equal to the quark mass Mc,
and their values (1.48 GeV for GRV98NLO and 1.55 GeV
for MRST2001NLO) were chosen to give good agreement
with the data. The CEM is also able to describe the to-
tal cross section data [6]. All measurements and models
include feed-down from the χc and the ψ′ to the J/ψ.
We estimate [18] that B decay feed-down contributes less
than 4% to the J/ψ total cross section at

√
s = 200 GeV.

In summary, we have presented the first pp→ J/ψ+X
measurements from RHIC, obtained at

√
s = 200 GeV.

The rapidity distributions, pT distributions, 〈pT 〉 and
total cross sections have been presented and compared
with available model calculations. The transverse mo-
mentum distributions above 2 GeV/c are reasonably well
described by the COM. With the present statistical pre-
cision, our rapidity distribution shape is consistent with

Figure 5.4: The PHENIX measurement ofJ/ψ production in proton+proton collisions at√
sNN = 200 GeV [17]. The central rapidity point is fromJ/ψ → e+e− and forward ra-

pidities are fromJ/ψ → µ+µ−. The brackets represent systematic uncertainties. The overall
normalization of all curves is determined from a fit to the data. The PYTHIA shape was used
to determine the cross section. There is an overall 10% absolute normalization not shown.
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are limited to pT > 2 GeV/c because parton intrinsic
transverse momentum (kT ) broadening is not accounted
for properly in the calculation. The COM calculations do
not include fragmentation contributions, which become
important at around 5 GeV/c [3]. Calculations cover-
ing all pT and including fragmentation contributions are
needed. The solid lines are a phenomenological fit of a
form that has been shown to fit J/ψ data well at fixed
target energies [16]. The dashed line is an exponential
fit. The phenomenological fits yield 〈pT 〉 values of 1.85
± 0.46(stat) ± 0.16(sys) GeV/c (central arm) and 1.78 ±
0.27(stat) ± 0.16(sys) GeV/c (muon arm), with a com-
bined value of 1.80 ± 0.23(stat) ± 0.16(sys) GeV/c. The
systematic uncertainties were estimated from the spread
in 〈pT 〉 from a weighted mean of the binned data, the
phenomenological fit, and the exponential fit. An ad-
ditional 3% was assigned to the muon 〈pT 〉 due to the
uncertainty in momentum scale.

The J/ψ rapidity distribution obtained by combining
the dielectron and dimuon measurements is shown in
Fig. 3, with the muon arm data divided into two ra-
pidity bins. The COM curves are theoretical shape pre-
dictions [9] using the same models as are discussed in
connection with Fig. 4b, except that they are normal-
ized to our data to make the shape comparison clearer.
Since gluon fusion is the dominant process in all of the
models, the rapidity shape depends mostly on the gluon
distribution function and is not very sensitive to the pro-
duction model. Most of the available PDFs are consistent
with the data, and improved statistical precision will be
needed to constrain them. A Pythia calculation that
reproduces the shape of our data best is also shown in
Fig. 3. Normalizing this to the data, the total cross sec-
tion was determined to be 3.99 ± 0.61(stat) ± 0.58(sys)
± 0.40(abs) µb. The quoted systematic error of 14% was
estimated by setting the measured cross sections all to
their upper systematic error limits or all to their lower
systematic error limits and noting how the cross section
changed. The variation in the total cross section ex-
tracted if we use the same procedure with different PDF
choices and models was estimated to be small ( 3%).

A comparison is made in Fig. 4a of the present 〈pT 〉
value with values from previous experiments [1]. There
are no theoretical predictions that we can compare with
the 〈pT 〉 measurements. The total J/ψ cross section
determined in this analysis is shown in Fig. 4b, along
with cross sections determined by lower energy experi-
ments [1] and predictions from the COM [9] using two
different PDFs. The

√
s dependence of the cross section

is sensitive to the factorization scale Q, since the shape
of the PDFs depend on Q. The values of Q (3.1 GeV
for GRV98NLO and 2.3 GeV for MRST2001NLO) were
chosen to give good agreement with the data. The to-
tal cross section normalization was obtained using color
octet matrix elements from [17], but has large theo-
retical uncertainties associated with the charm quark
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cross section. There is an overall 10% absolute normalization
error not shown.
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FIG. 4: (a) The present J/ψ mean pT value compared with
previous measurements at lower energy. The linear fit param-
eters are p = 0.53, q = 0.19. (b) The present J/ψ total cross
section compared with previous measurements at other values
of

√
s. The curves are discussed in the text.

mass and the renormalization scale. The renormaliza-
tion scale was taken to be equal to the quark mass Mc,
and their values (1.48 GeV for GRV98NLO and 1.55 GeV
for MRST2001NLO) were chosen to give good agreement
with the data. The CEM is also able to describe the to-
tal cross section data [6]. All measurements and models
include feed-down from the χc and the ψ′ to the J/ψ.
We estimate [18] that B decay feed-down contributes less
than 4% to the J/ψ total cross section at

√
s = 200 GeV.

In summary, we have presented the first pp→ J/ψ+X
measurements from RHIC, obtained at

√
s = 200 GeV.

The rapidity distributions, pT distributions, 〈pT 〉 and
total cross sections have been presented and compared
with available model calculations. The transverse mo-
mentum distributions above 2 GeV/c are reasonably well
described by the COM. With the present statistical pre-
cision, our rapidity distribution shape is consistent with

Figure 5.5: The measuredJ/ψ total cross section compared with previous measurements at
lower energies. The curves are predictions of the COM using two different parton distribution
functions. [17]
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5.1.2 Open Charm Production

During RHIC’s first year of running collisions of Au nuclei were made at
√
sNN = 130 GeV.

The PHENIX detectors located at central rapidity were commissioned during this period. The

electron transverse momentum spectrum was measured using the PHENIX west-arm spectrom-

eter and published forpT > 1 GeV/c [19]. The relevance of this measurement toJ/ψ produc-

tion and the search for the QGP is in the extraction of the total charm production. As previously

discussed, Drell-Yan production is no longer the viable baseline forJ/ψ suppression that it was

for lower energies; measurements of the total charm production must provide this baseline.

Four sources of background are evaluated that contribute to the single electron spectra:

Dalitz decays ofπ0, η, η′, ω, andφ; dielectron decays ofρ, ω, andφ; photon conversions; and

kaon decays (K0,± → πeν). All of these sources are considered background; their contribu-

tions are estimated from a detailed GEANT simulation. Also contributing to the spectrum are

the electrons from semi-leptonic decays of charm; this is the signal of interest. The calculated

background spectra are subtracted from the measured spectra resulting in the distributions of

Figure 5.6. Remaining sources are considered; expectedJ/ψ and Drell-Yan are negligible.

Bottom decays are expected to only be significant beyond the measuredpT range. It is possible

that conversions of direct photons could contribute 10-20% of the spectrum, but there are large

theoretical uncertainties.

Assuming that all of the electron signal of Figure 5.6 is from charm, an electron PYTHIA

calculation of charm is fit to the data allowing the extraction of the rapidity density,dNcc/dy|y=0,

and the total yield of charm,Ncc. The cross section per binary collision is derived from
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(top of fig., left-hand scale). The thick curve and the shaded
band represent the charm cross section in the PYTHIA model
and in a NLO pQCD calculation [30], respectively.

TABLE I. Charm cross section per NN collision derived
from the single electron data for central (0-10%) and mini-
mum bias (0-92%) collisions. The first and second errors are
statistical and systematic, respectively.

Centrality TAA(mb−1) dσcc̄/dy|y=0(µb) σcc̄(µb)

0-10% 22.6± 1.6(sys.) 97± 13± 49 380± 60± 200
0-92% 6.2± 0.4(sys.) 107± 8± 63 420± 33± 250

6

Figure 5.6: Single electronpT spectra at mid rapidity in central and peripheral Au+Au events
at
√
sNN = 130 GeV [19].

dσcc̄/dy = (dNcc/dy)/TAA whereTAA is the integrated nuclear overlap function. These values

are tabulated for the 10% most central collisions and for the minimum bias data set in Table 5.1.

The number ofcc̄ pairs per binary collision is observed to be independent of centrality within

the experimental uncertainties; there does not appear to be a large charm enhancement due to

any nuclear or medium effects.

The total charm production measured by PHENIX at
√
sNN = 130 GeV is compared to

measurements at lower energies in Figure 5.7. A PYTHIA calculation has been tuned to fit

both the PHENIX data and the data from lower energies. It is worth noting the implication of

multiple charm pairs per central (0-20%) Au+Au collisions and perhaps a factor of two greater

at
√
sNN = 200 GeV. For the most central 5% collisions, calculations indicate a value of 10cc̄

pairs for collisions with impact parameter,b = 0 [54]. Confirmation of this prediction through

experimental measurement will be a necessary step in understanding the measuredJ/ψ yields.
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Table 5.1: Charm cross section per binary nucleon-nucleon collision derived from the PHENIX
single electron data for central (0-10%) and minimum bias (0-92%) collisions. Statistical and
systematic uncertainties are included in that order [19].

Centrality TAA(mb−1) dσcc/dy|y=0(µb) σcc̄(µb)
0-10% 22.6± 1.6(sys.) 97± 13± 49 380± 60± 200
0-92% 6.2± 0.4(sys.) 107± 8± 63 420± 33± 250
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FIG. 3. The background-subtracted electron spectra for
minimum bias (0-92%) and central (0-10%) collisions com-
pared with the expected contributions from open charm de-
cays. Also shown, for central collisions only, are the expected
contribution from bottom decays (dashed) and the conversion
electron spectrum from a direct photon prediction (dotted).
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FIG. 4. Single electron cross sections dσe/dy|y=0 of this
measurement and ISR experiments [9,11,31] are displayed
(bottom of fig., right-hand scale) with charm decay contribu-
tions calculated with PYTHIA. Open and filled symbols are
for 1.0 < pT < 1.4 GeV/c and pT > 1.4 GeV/c, respectively.
The derived charm cross section of this measurement is com-
pared with charm cross sections from SPS/FNAL experiments
(top of fig., left-hand scale). The thick curve and the shaded
band represent the charm cross section in the PYTHIA model
and in a NLO pQCD calculation [30], respectively.

TABLE I. Charm cross section per NN collision derived
from the single electron data for central (0-10%) and mini-
mum bias (0-92%) collisions. The first and second errors are
statistical and systematic, respectively.

Centrality TAA(mb−1) dσcc̄/dy|y=0(µb) σcc̄(µb)

0-10% 22.6± 1.6(sys.) 97± 13± 49 380± 60± 200
0-92% 6.2± 0.4(sys.) 107± 8± 63 420± 33± 250

6

Figure 5.7: Single electron production at RHIC and ISR experiments [19]. Open and closed
symbols are for1.0 < pT < 1.4 GeV/c andpT > 1.4 GeV/c respectively (right-hand scale).
The left-hand scale indicates the charm contribution derived from PYTHIA.
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5.1.3 J/ψ Production in Au+Au at
√
sNN = 200 GeV

In the preceding chapter the data recorded by the PHENIX forward spectrometers were ana-

lyzed. At the same time that these data were collected, the PHENIX central arm recordedJ/ψ

decays via the dielectron channel [1]. Figure 5.8 shows the invariant mass spectra for like-sign

pairs, unlike-sign pairs, and like-sign subtracted for three exclusive centrality selections. The

signal counts extracted from the spectra within theJ/ψ mass region are shown in Table 5.2

along with the muon results of this thesis. While a larger data sample was analyzed (almost a

factor of 10 more than for the muon analysis), very similar yields to the muon decay channel

were observed due to a much smaller geometric acceptance.

The same centrality selection is used for the electron analysis as was described in the pre-

vious chapter for the muon analysis. The procedure outlined in section 4.8.2 was applied to the

signal counts of the electron spectra between invariant mass2.8 < Mµµ < 3.4 GeV/c2. Signal

counts of the muon and electron analysis are tabulated in Table 5.2. The Acceptance×Efficiency

correction was made appropriately for the PHENIX central arm acceptance. As in the muon

analysis, apT dependent correction could not be applied. However, the central arm accep-

tance has a much strongerpT dependance than the muon arm. The uncertainty in the true

< pT > results in the largest source of systematic errors for the Acceptance× Efficiency,

εacc−eff = 0.0027+0.0009
−0.0005.

The measured invariant yields are tabulated in Table 5.3 shown in Figure 5.9 for both mid-

rapidity and forward rapidity (the latter arbitrarily shifted in the plot for clarity). The upper band

is the scaling of the proton+protonJ/ψ measurement at central rapidity with the number of bi-
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FIG. 1: Dielectron invariant mass distribution in Au-Au reactions (top row: most central, 0-20% central, middle row: mid-
central, 20-40% central, and bottom row: peripheral, 40-90% central) for unlike sign pairs (left column), like sign pairs (center
column) and the subtracted difference (right column).

Figure 5.8: Dielectron invariant mass distribution in Au+Au collisions. Shown are (top row:
most central, 0-20% central; middle row: mid-central, 20-40% central; and bottom row: periph-
eral, 40-90% central) for unlike-sign pairs (left column), like-sign pairs (center column) and the
subtracted difference (right column)[1].
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Table 5.2: The dimuon and the PHENIX dielectron[1] channelJ/ψ yields with statistical
results of three exclusive centrality selections are shown from the invariant mass window,
2.8 < Mµµ < 3.4 GeV/c2.

% Centrality Rapidity Like-sign Unlike-sign Most Likely 90% C.L.U.L.
0 - 20 −2.2 < y < −1.1 58 51 0 13.6
20 - 40 −2.2 < y < −1.1 8 20 12+5.7

−5.4 19.1
40 - 90 −2.2 < y < −1.1 1 1 0 3.3
0 - 20 −0.35 < y < 0.35 41 33 0 9.9
20 - 40 −0.35 < y < 0.35 8 16 8+4.8

−4.1 14.4
40 - 90 −0.35 < y < 0.35 2 7 5+3.1

−2.6 9.3

Table 5.3: Shown are the number of participating nucleons and the number of binary collisions
for three exclusive centrality selections[1] of Au+Au reactions. The most likely invariant yields
BdN/dy have been divided by the number of binary collisions for the mid-central and periph-
eral PHENIX measurements and the mid-central measurement of this thesis at forward rapidity.
The 90% confidence level upper limits are shown for both rapidity ranges and all centrality
selections.

Centrality BdN/dy per binary collision(×10−6)
(% Events) Rapidity Npart Ncoll Most Likely Value 90% C.L.U.L.

0 - 20 −2.2 < y < −1.1 280± 4 779± 75 N.A. 1.65
20 - 40 −2.2 < y < −1.1 140± 5 296± 318 1.73 2.84
40 - 90 −2.2 < y < −1.1 34± 3 45± 7 N.A. 0.795
0 - 20 −0.35 < y < 0.35 280± 4 779± 75 N.A. 0.78 + 0.20 (sys)
20 - 40 −0.35 < y < 0.35 140± 5 296± 318 1.35+0.79

−0.68(stat)
+0.46
−0.54 2.43 + 0.82 (sys)

40 - 90 −0.35 < y < 0.35 34± 3 45± 7 N.A. 3.55 + 1.21 (sys)

142



Number of Participants

0 50 100 150 200 250 300 350

   
B

-d
N

/d
y 

p
er

 B
in

ar
y 

C
o

lli
si

o
n

ψ
J/

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
-5x10

PHENIX y=0
Binary Scaling
Thesis Analysis
(-2.2<y<-1.1)

 B-dN/dyψJ/

Figure 5.9: TheJ/ψ invariant yield per binary collision is shown from proton+proton reactions
and three exclusive centrality ranges of Au+Au reactions all at

√
SNN = 200 GeV for both

mid-rapidity and forward rapidity measurements. (The values of the forward rapidity have been
shifted by +20 units along the x-axis for clarity.)

nary collisions. The lower band is the same for the forward rapidity measurement. For the most

central measurements, only the 90% confidence level upper limits are available; the forward

rapidity measurement is consistent with scaling with the number of binary nucleon-nucleon col-

lisions. However, the central rapidity measurement marginally disfavors binary scaling. While

there is a dramatic difference between the upper limits of the most peripheral centrality selec-

tion, they are both consistent with the corresponding proton+proton measurements.

5.2 Model Comparisons for PHENIX Au+Au Measurement

We will now examine several theoretical and phenomenological calculations that have impor-

tant implications for understandingJ/ψ production. Both current and future measurements
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in nucleus-nucleus collisions at RHIC energies are best explored with measurements over the

full kinematic range available to PHENIX. The nuclear parton distributions are predicted to be

quite different from the bare nucleon (proton) distributions. The effect of this nuclear shadow-

ing would modify rapidity distributions ofJ/ψ production in the primordial nucleon-nucleon

collisions. The break-up of theJ/ψ with interactions with the original nucleons, “normal” sup-

pression, is expected to remain relevant at RHIC energies. If a quark gluon plasma is formed in

the collisions, most if not all of thecc̄ formingJ/ψ’s may be dissociated. In a QGP allcc̄ pairs

would be dissociated from their original partners. However, if sufficient numbers ofcc̄ pairs

are formed in the central Au+Au collisions, thec andc̄ pair created in separate initial collisions

may find one another in a completely new, and unexplored production process of bound charm.

5.2.1 Nuclear Shadowing

The nuclear modifications at high energies predicted by gluon saturation and the color glass con-

densate have been quantitatively studied in the light-cone dipole approach [20]. In the infinite

momentum frame of the projectile, the effect is that at small values of the fractional momentum,

x, the parton densities are suppressed in large target nuclei compared to smaller target nuclei

(CGC). Evaluated in the target nucleus frame the effect results from coherent production by

multiple nucleons in competition. This nuclear shadowing is predicted to be a large effect at

and above RHIC energies. In Figure 5.10 there is a strongx dependence of the gluon density in

a Au nucleus relative to the näive scaling of the proton. Furthermore, a much larger suppression

is predicted for the singlet process than for octet processes; the suppression of the parton dis-
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Figure 4: Ratio of gluon densities RG(Au/p) = GAu(x2)/195 Gp(x2) for

color octet-octet and singlet-octet states (c̄c) − G (dashed curves). The

averaged gluon shadowing is depicted by solid curve.

3.5 DD̄ production from a color-singlet cc̄

Apparently, not every c̄c pair produced in a color-singlet state ends up by formation of

a charmonium. Some of them, in particular those which are very heavy, can hadronize

producing a D̄D. Since the process of color-singlet c̄c production is associated with a

strongest effect of gluon shadowing (see Fig. 4) its contribution to open charm can affect

the expected nuclear shadowing.

It is difficult to calculate reliably the fraction of colorless c̄c pairs decaying into open

charm, since the hadronization dynamics is quite complicated. One can rely on a simple

recipe: the color-singlet pairs with effective mass below or above the D̄D threshold end up

25

Figure 6: Nuclear shadowing for open charm production in minimal bias

gold-gold collision. Dotted curves correspond to net effect of gluon shad-

owing, while solid curves include both effects of gluon shadowing and the

higher twist correction related to the nonzero separation of the c̄c. The

top (RHIC) and bottom (LHC) curves correspond to
√

s = 200 GeV and

5500 GeV respectively.

Surprisingly, we hardly observe any difference between the expected shadowing effects for

minimal bias and central collisions. This contradicts a simple intuition which relates central

collisions to maximal nuclear thickness. To understand the source of such a similarity

of the shadowing effects let us consider a simple model for shadowing whose strength is

proportional to the full path length L(b) in the nucleus (see the comment above), where

31

Figure 5.10: Nuclear shadowing evaluated evaluated in the light-cone dipole approach predicts
process dependent shadowing (left) and an increase in shadowing at RHIC energies and above
(right) [20].

tribution will affect the distribution of producedJ/ψ’s. These are significant for measurements

in PHENIX which has a large coverage in rapidity. The combined measurements of muon arm

and central arm will enable PHENIX to be sensitive to the shape shown in the right panel of

Figure 5.10. While other effects might also affect this shape, any possible QGP effects can

be separated from conventional affects by a comparison with the same measurement in a pro-

ton+Au (deuteron+Au) collisions by PHENIX at the same energy. The data from such a run has

already been collected and is being analyzed.
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5.2.2 Normal Nuclear Absorption

Normal nuclear absorption discussed in section 2.4.1 is expected to remain relevant at RHIC

energies. The total number of expectedJ/ψ’s from the Au+Au muon dataset may be estimated

assuming only “normal” nuclear absorption using the following equation.

NJ/ψ = σAu+Au→J/ψ × L×AGeometric × εHW+Rec ×BJ/ψ→µ+µ− (5.1)

The cross section for of Au+Au minimum bias collision forming aJ/ψ is calculated by

scaling production in proton+proton collisions,σAu+Au→J/ψ = A2ασp+p→J/ψ, where A is the

number of nucleons in the Au nucleus (197) andα is experimentally measured (0.92). TheJ/ψ

production cross section in proton+proton collisions is measured to be3.99 µb [17]. Based on

Figure 4.26 we may estimate the total acceptance and reconstruction efficiency,AGeometric ×

εHW+Rec ≈ 0.003. The PDG branching ratio,BJ/ψ→µ+µ− = 0.06, is used to obtainNJ/ψ =

10. This result is consistent with the measured yield of5 + 17(90%C.L.U.L.) within the

statistical uncertainty. It is worth noting that a much larger yield might have been observed had

the detector and collider machine had operated more efficiently as outlined in section 4.1. If

the detector had performed ideally and beam conditions had allowed for all of the sampled data

(170 million events) to be analyzed, the “normal” suppression-only calculation would predict

approximately 1300J/ψ’s with a 10% statistical uncertainty due to the background subtraction.

The “normal” nuclear absorption is also expected at central rapidity. The expected invariant

yield with conventional absorption is shown in Figure 5.11. Two cross sections are considered

for the dissociation of theJ/ψ in a nucleon reaction. The measurement at central rapidity is
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9

TABLE IV: We show the number of participating nucleons and the number of binary collisions for three different centrality
ranges of Au-Au collisions, and the associated systematic errors. We show the statistically most likely value for the J/ψ
invariant yield (B dN/dy|y=0) divided by the expected number of binary collisions for peripheral (40-90%) and mid-central
(20-40%) collisions. We also show the 90% confidence level upper limit and the systematic error on this limit for all three
different centrality ranges of Au-Au collisions. The systematic error in the invariant yield per binary collision does not include
the systematic error in the expected number of binary collisions. This error contribution is negligable for the central and
mid-central categories and would increase the systematic error for the peripheral category by 6%.

B dN/dy|y=0 per binary collision (×10−6)
Centrality Npart Ncoll Most Likely Value 90% C.L.U.L.
00-20% 280 ± 4 779 ± 75 N.A. 0.78+0.20 (sys)
20-40% 140 ± 5 296 ± 31 1.35+0.79

−0.68 (stat)+0.46
−0.54 (sys) 2.43 + 0.82 (sys)

40-90% 34 ± 3 45 ± 7 1.91+1.15
−0.97 (stat)+0.65

−0.77 (sys) 3.55+1.21 (sys)
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FIG. 4: The J/ψ invariant yield per binary collision is
shown for proton-proton reactions and three exclusive central-
ity ranges of Au-Au reactions all at

√
sNN = 200 GeV. For

the proton-proton reactions, we show the most likely value
as a data point (square), the statistical error, and the esti-
mated systematic errors as brackets. For the three Au-Au
data points, we show as arrows the 90% confidence level up-
per limits. The bracket above the limit includes the estimated
systematic error on these limits. In the case of the periph-
eral and mid-central ranges, we also show, as a square marker,
the statistically most likely value and as two horizontal dashes
the 68% confidence interval. The gray band indicates binary
scaling and the width is the quadrature sum of the statistical
and systematic error on our proton-proton data point. For
the Au-Au points, the systematic error in the invariant yield
per binary collision does not include the systematic error in
the expected number of binary collisions. This error contri-
bution is negligable for the central and mid-central categories
and would increase the systematic error for the peripheral
category by 6%.

PYTHIA with CTEQ5L structure functions [13]. All of
these parameters within this model predict a J/ψ en-
hancement relative to binary collisions scaling, which is
disfavored by our data.

Another framework for determining quarkonia yields
is to assume a statistical distribution of charm quarks
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FIG. 5: The J/ψ invariant yield per binary collision is shown
from proton-proton reactions and three exclusive centrality
ranges of Au-Au reactions all at

√
sNN = 200 GeV. The

solid line is the theoretical expectation from “normal” nu-
clear absorption with σcc−N = 4.4 mb (upper curve) and 7.1
mb (lower curve) cross section. The stars are the J/ψ per
binary collision measured by the NA50 experiment at lower
collision energy. In order to compare the shapes of the dis-
tribution, we have normalized the NA50 data to match the
central value for our proton-proton results.

that may then form quarkonia. A calculation assuming
thermal, but not chemical equilibration [17] is shown in
Figure 6, and is also consistent with our data.

Significantly larger data sets are required to address
the various models that are still consistent with our first
measurement. Key tests will be the pT and xF depen-
dence of the J/ψ yields, and how these compare with
other quarkonium states such as the ψ′.

VIII. SUMMARY

PHENIX has shown first results on J/ψ production in
Au-Au collisions at

√
sNN = 200 GeV at mid-rapidity

as measured via electron-positron pairs. We find that

Figure 5.11: TheJ/ψ invariant yield per binary collision is shown from proton+proton reactions
and three exclusive centrality ranges of Au+Au reactions at

√
SNN = 200 GeV. The solid

lines are the theoretical expectations from “norma” nuclear absorption withσcc̄−N = 4.4mb
(upper curve) and 7.1 mb (lower curve) cross section [1]. The stars are theJ/ψ per binary
collision measured by the NA50 experiment at lower collision energies. The NA50 data have
been normalized to match the central value of the PHENIX proton+proton results.

compatible with both a break-upJ/ψ cross section of 4.5 mb (upper curve) and of 7.1 mb

(lower curve). Also shown is the NA50 measurement; these data were collected at lower energy

so they are scaled to match the measured proton+proton yield at
√
sNN = 200 GeV.

5.2.3 Color Screening

In 1986 Matsui and Satz proposed the suppression of theJ/ψ to be a valuable probe of QGP

formation in high-energy nuclear collisions [41]. The same model of Satz used to describe the

SPS Pb+Pb data discussed in section 2.4.3.2 has been applied to RHIC energies. According to

his percolation model the onset of color deconfinement will have occurred for even the most
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Figure 8. The J/ψ survival probability as function of the parton density for Pb−Pb (left)
and for Cu−Cu (right) collisions at RHIC energy; the dotted line corresponds to a medium
of uniform parton density, the solid line to collisions with parton densities determined by
the profiles of the colliding nuclei.

directly. For clarity purposes, we ignore here the small fraction (about 8%) coming from
ψ′ decay. The dotted curve corresponds to the suppression which would take place in
a uniform medium of precisely specified parton density: at the deconfinement point, all
χ’s are dissociated, so that the corresponding fraction of decay J/ψ’s is gone; when the
density for direct J/ψ melting is reached, these disappear as well, leading to complete
J/ψ suppression. In actual nuclear collisions, the medium is not uniform, with denser
‘inner’ and less dense ‘outer’ regions in the transverse plane. Suppression now occurs
only in the fraction Sχ/Stotal for the χ part and SJ/ψ/Stotal for the direct J/ψ part, where
Sχ and SJ/ψ denote the clusters in which the respective dissociation density is reached.
Since these fractions depend on energy and nuclear geometry, the suppression curves
are different for different experimental configurations. In Fig. 7, the result is shown for
Pb−Pb collisions at the SPS, from impact parameter b = 11 fm to b = 0 fm. The difference
between this curve and the one for a uniform medium thus reflects the surviving J/ψ’s
produced in the less dense outer regions.

In Fig. 8, similar calculations are shown for Pb−Pb and Cu−Cu at RHIC energy. Here
we note in particular that Pb−Pb collisions are for all meaningful centralities (b ≤ 11
fm) above both the χ and the direct J/ψ threshold, so that we get a smooth anomalous
suppression increasing from about 60% at b = 11 fm to about 90% at b = 0. Combining
this suppression with the ‘normal’ pre-resonance absorption in nuclear matter, we thus
predict for central Pb−Pb collisions at RHIC a J/ψ production rate of less than 5% the
corresponding unsuppressed rate (excluding possible B decay contributions). It should
also be noted that this result is based on twice the number of gluons per wounded nucleon
at RHIC, compared to the SPS value. A larger increase, based on a possible larger hadron
multiplicity at RHIC, would lead to more J/ψ suppression. Similarly, we assume an

Figure 5.12: TheJ/ψ survivability as a function of transverse parton density calculated in the
parton percolation model of Satz [21]. The dotted curve is theJ/ψ survivability assuming
uniform parton density over the collision volume. The solid curve includes the correction for
variations in the parton density over the collision volume.

peripheral Pb+Pb (or Au+Au) collisions at full RHIC energy. Figure 5.12 demonstrates that

even in the most peripheral collisions, 60% of the initialJ/ψ ’s will be dissociated in the color

deconfined medium. There is no prediction of a rapid onset of suppression as in SPS Pb+Pb re-

actions, since at RHIC the most peripheral Au+Au collisions are beyond the parton percolation

point. For nucleus-nucleus reactions at RHIC energies, Satz suggests a lighter system such as

Cu+Cu would allow the onset of deconfinement to be explored by its centrality dependence.

Described in section 2.4.3.6 the model of Grandchampet al. [13] utilizes a reduced charmo-

nium binding energy to calculate theJ/ψ suppression in a QGP scenario. In Pb+Pb collisions

at the SPS about 40% are lost in the QGP phase. In central collisions at RHIC energies, 80% of

the initial production is estimated to be lost in the de-confined phase. This effect is displayed
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in lower curve (solid) of Figure 2.15 for time less than 5 fm/c. There is no prediction of a rapid

onset as was predicted by the percolation model at SPS.

5.2.4 J/ψ Enhancement

An extension of the previous model of Grandchampet al. considers the total charm produced

in the system [13]. In the most central collisions on the order of 10cc̄ pairs is expected to

be produced. A very small fraction of the initially producescc̄ pairs evolve directly into a

J/ψ, ∼ 0.004. In the QGP the dissociated charm and anti-charm are free to move about the

system. As the QGP expands and cools, color confinement will be restored when the system

hadronizes. There is a finite probability that a charm will pair with an uncorrelated anti-charm

at hadronization. The effect of this additional production mechanism shown in the upper solid

curve of Figure 5.13 would compensate entirely for the loss in the QGP phase in the most

central collisions. The implication is then that 80% of the observedJ/ψ ’s will not be from

primordial production nor from feed-down from a primordially produced excitations. Instead,

the characteristics of this signal will be determined by the thermalized medium.

Two alternate approaches are offered to consider the effects of multiplecc̄ pairs. As previ-

ously discussed in section 2.4.3.6, neither the previous model nor the following models invoke

any charm production beyond that produced in the initial nucleon-nucleon collisions. Neverthe-

less, all three models predict a totalJ/ψ production cross section comparable to or greater than

that of normal nuclear suppression in spite of the fact that they all also require the formation of

the QGP.
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FIG. 6: The J/ψ invariant yield per binary collision is shown
from proton-proton reactions and three exclusive centrality
ranges of Au-Au reactions all at

√
sNN = 200 GeV. The

lowest curve is a calculation including “normal” nuclear ab-
sorption in addition to substantial absorption in a high tem-
perature quark-gluon plasma [16]. The curve above this is
including backward reactions that recreate J/ψ. The statis-
tical model [17] result is shown as a dotted curve for mid-
central to central collisions just above that. The four highest
dashed curves are from the plasma coalescence model [15] for
a temperature parameter of T = 400 MeV and charm rapid-
ity widths of ∆y = 1.0, 2.0, 3.0, 4.0, from the highest to the
lowest curve respectively.

models that predict J/ψ enhancement relative to binary
collision scaling are disfavored, while we cannot discrim-
inate between various scenarios leading to suppression
relative to binary scaling.

This first measurement from PHENIX will be followed
with high statistics measurements in both the electron
channel at midrapidity and at forward and backward ra-
pidities in the PHENIX muon spectrometers. Such mea-

surements are expected in the next few years and will
address the full range of heavy quarkonia production and
evolution models.
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Amparo à Pesquisa do Estado de São Paulo (Brazil),
Natural Science Foundation of China (People’s Republic
of China), IN2P3/CNRS and Commissariat a l’Energie
Atomique (France), Bundesministerium fuer Bildung und
Forschung, Deutscher Akademischer Austausch Dienst,
and Alexander von Humboldt Stiftung (Germany), Hun-
garian National Science Fund, OTKA (Hungary), De-
partment of Atomic Energy and Department of Science
and Technology (India), Israel Science Foundation (Is-
rael), Korea Research Foundation and Center for High
Energy Physics (Korea), Russian Academy of Science,
Ministry of Atomic Energy of Russian Federation, Min-
istry of Industry, Science, and Technologies of Russian
Federation (Russia), VR and the Wallenberg Founda-
tion (Sweden), the U.S. Civilian Research and Develop-
ment Foundation for the Independent States of the For-
mer Soviet Union, the US-Hungarian NSF-OTKA-MTA,
the US-Israel Binational Science Foundation, and the 5th
European Union TMR Marie-Curie Programme.

[1] T. Matsui, H. Satz, Phys. Lett. B 178, 416 (1986).
[2] F. Karsch, Lect. Notes Phys. 583, 209 (2002).
[3] NA50 Collaboration, M.C. Abreu et al., Phys. Lett. B

477, 28 (2000). M.C. Abreu et al. (NA50 Collaboration),
Phys. Lett. B 521, 195 (2001).

[4] E866-FNAL Collaboration, M. Leitch et al., Phys. Rev.
Lett. 84, 3256 (2000).

[5] F. Arleo et al., Phys. Rev. C 61, 054906 (2000).
[6] D. Kharzeev et al., Z. Phys. C 74, 307 (1997).
[7] H. Fujii and T. Matsui, Phys. Lett. B 545, 82 (2002).
[8] J.P. Blaizot, P.M. Dinh, J.Y. Ollitrault, Phys. Rev. Lett.

85, 4012 (2000).
[9] X.-M. Xu, C.-Y. Wong, T. Barnes, Phys. Rev. C 67,

014907 (2003). T. Barnes, E.S. Swanson, C.-Y. Wong,
X.-M. Xu, nucl-th/0302052.

[10] N. Armesto et al., Nucl. Phys. A 698, 583 (2002). A.

Capella and D. Sousa, nucl-th/0303055.
[11] J. Qiu, J.P. Vary, X. Zhang, Phys. Rev. Lett 88, 232301

(2002).
[12] A.K. Chaudhuri, nucl-th/0207082.
[13] K. Adcox et al., Phys. Rev. Lett. 88, 192303 (2002).
[14] PHENIX Collaboration, R. Averbeck et al. Nucl. Phys.

A715, 252c (2003).
[15] R.L. Thews, M. Schroedter, J. Rafelski, Phys. Rev. C 63,

054905 (2001). R.L. Thews, Strange Quark Matter 2003
conference proceedings.

[16] L. Grandchamp, R. Rapp. Nucl. Phys. A709, 415 (2002).
L. Grandchamp, R. Rapp, Phys. Lett. B 523, 60 (2001).

[17] A. Andronic et al., nucl-th/0303036.
[18] N. Hammon et al., Phys. Rev. C 59, 2744 (1999).
[19] K. Adcox, Nucl. Instr. and Meth. A499, 469 (2003).
[20] M.Chiu et al., Phys. Rev. Lett. 89, 012302 (2002).

Figure 5.13: The PHENIX measuredJ/ψ invariant yield per binary collision for proton+proton
and Au+Au reactions is compared to several models. The most likely values for central rapidity
(squares). The arrows indicate the 90% confidence level upper limits for the Au+Au reactions
bracketed above by the corresponding systematic uncertainty. The model predictions are de-
scribed beginning with the lowest curve: The solid curves include normal absorption combined
with a significant QGP suppression (lower) and the coalescence (upper) of uncorrelated charm
in an additional component ofJ/ψ production [13]. The statistical model result is shown as
the dotted curve. The four upper curves are the kinetic model for charm rapidity widths of
∆y = {4, 3, 2, 1}; the upper most curve is for a charm width of 1 unit rapidity [22].
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The statistical model utilizes the framework of canonical thermodynamics to balance the

closed charm and open charm populations during hadronization. This balance is quantified by

the following equation.

Ndir
cc̄ =

1
2
gcN

th
oc

I1(gcN th
oc )

I0(gcN th
oc )

+ g2
cN

th
cc̄ (5.2)

The number of open charm (N th
oc ) and hidden charm (N th

cc̄ ) are related to the number of

initially producedcc̄ pairs. In are the modified Bessel functions. The initial charm of the

system is not in chemical equilibrium; the initial hard production artificially increases the charm

multiplicity. The fugacity,gc, properly accounts for this deviation in the balance equation.

The measured charged particle multiplicity is used to extract the volume of the system at the

central unit of rapidity. The total initial charm is scaled to the nucleus-nucleus collision from

a pQCD calculation of proton+proton collisions. The prediction of this model is shown for

intermediate and most central collisions in Figure 5.13; the model is valid only if the volume is

sufficiently large,Npart > 100. The statistical model follows closely the coalescence model of

Grandchampet al. and is compatible with the PHENIX measurements.

The kinetic model differs from the previous in that bound charm is not only formed when the

QGP hadronizes, but throughout the QGP evolution. The same process that may dissociate the

J/ψ g+J/ψ → D+D̄, should also be properly accounted in reverse. A thermal distribution of

the total charm would result in a very narrow rapidity distribution of the charm,∆y = 1; with

this distribution the kinetic production is most effective as demonstrated by upper most curve

of Figure 5.13. As the rapidity distribution widens, the effect is less dramatic as demonstrated
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by the three curves just below. The predictions of all four choices of rapidity distributions are

relevant to the measurement at central rapidity and are disfavored.

The muon data was collected at rapidity of−2.2 < y < −1.1; the kinetic model prediction

assuming a charm rapidity width of four units is then applicable to the measurement of this the-

sis. Narrower rapidity distributions would provide dramatically lower yields at forward rapidity.

TheJ/ψ invariant yield measurements of PHENIX and of this thesis are overlaid with the ki-

netic model prediction∆y = 4 in Figure 5.14. Factorized QCD and PYTHIA with CTEQ5L

structure functions favor this rapidity distribution [19]. While narrow rapidity distributions are

more strongly disfavored by the PHENIX central measuremnt,∆y = 4 is only marginally dis-

favored. This kinetic model prediction is compatible with the forward rapidity measurement of

this thesis.

5.3 Summary

In this chapter, the suite of initial PHENIXJ/ψ and charm measurements have been presented.

An important goal of these measurements is to address mechanisms for both production and sup-

pression of theJ/ψ . The measured electron spectrum at
√
sNN = 130 GeV has provided the

only charm measurement near RHIC energies and guided expectations for
√
sNN = 200 GeV.

The proton+protonJ/ψ production cross section has provided a baseline for the heavy-ion pro-

gram in both central and forward rapidity. This measurement demonstrates another success in

the design, construction, and operation of the PHENIX experiment and a milestone of the debut

run of the forward spectrometer.
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Figure 5.14: The PHENIX measuredJ/ψ invariant yield per binary collision for proton+proton
and Au+Au reactions is shown at central rapidity, most likely values (squares). Also shown
are forward rapidity measurements of PHENIX in proton+proton reactions and this thesis anal-
ysis in Au+Au reactions at forward rapidity, most likely values (triangles). Forward rapidity
measurements are arbitrarily shifted right 20 units for rapidity. The arrows indicate the 90%
confidence level upper limits for the Au+Au reactions bracketed above by the corresponding
systematic uncertainty. The kinetic model prediction is shown for charm rapidity width of
∆y = 4 [22].
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The first analysis of the PHENIX Au+Au data at forward rapidity has been presented. While

consistent will a null result, there is no dramatic deviation from the scenarios that were consid-

ered in the planning and design of the experiment. The Au+Au analysis is comparable to the

published PHENIX measurement at central rapidity both in the limited statistics and the results.

A variety of models have been examined that address scenarios including conventional sup-

pression, quark gluon plasma suppression, and new production mechanisms within the quark

gluon plasma. The implication of these models demonstrate the importance of measuring both

the J/ψ and total charm production over the wide kinematic range offered by the combined

measurements of the the PHENIX central arm and forward spectrometers. As the performance

of the detector and of the RHIC machine continues to improve, the precision of future mea-

surements will be able resolve the competing production and suppression processes of theJ/ψ

including the elusive quark gluon plasma.
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Chapter 6

Conclusions

This work reports the results of the firstJ/ψ measurement in Au+Au reactions at
√
sNN =

200 GeV at forward rapidity. Results presented in this work are not able to discern among var-

ious model predictions forJ/ψ production due to insufficient statistics; there is no conclusive

indication of QGP formation. However, the consistency of this analysis with the similar mea-

surement at central rapidity indicates that the planning and design of the PHENIX experiment

is probing the correct range of possibilities.

A systematic study of hot, dense nuclear matter was recently completed at the SPS at CERN

observing collision energies below that of RHIC. The measured production ofJ/ψ indicated a

new suppression mechanism in the most energetic collisions. Controversial conclusions were

drawn from this observation including the first creation of the predicted quark gluon plasma.

However, alternative scenarios surveyed in this work that do not require color deconfinement

are also able to explain the observations. The conclusive discernment of conventional and QGP
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production and suppression measurements requires further study.

An overview of the theoretical landscape has been presented; the limited understanding of

J/ψ production mechanisms and the subsequent interaction with the nuclear medium accom-

modate models employing a wide spectrum of physical scenarios. The heavy-ion collisions at

the Relativistic Heavy Ion Collider at the Brookhaven National Lab provide the ideal system to

extend the study of high-energy nuclear collisions.

One of the primary goals of the PHENIX experiment is to probe this matter in comprehen-

sive study of charm andJ/ψ production. The initial measurements of PHENIX and an analysis

of the PHENIX muon arm data have been presented. The analysis included in this work has a

vital role in the overall plan of this comprehensive study in present and future measurements.

The present observations and their comparison to the current theoretical understanding are sum-

marized.

1. PHENIX has measured total charm production in Au+Au reactions at mid-rapidity at

√
sNN = 130 GeV and presented preliminary results at

√
sNN = 200 GeV.

(a) The PHENIX charm measurement is consistent with expectations from binary scal-

ing of PYTHIA calculation.

(b) This provides confirmation of previous estimates of order 10cc̄ pairs per central

Au+Au collision.

(c) No largepT suppression was observed in the charm measurement as was in the

PHENIX π0 measurement relative to binary scaling.
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2. PHENIX has measuredJ/ψ production in proton+proton reactions at
√
sNN = 200 GeV

at mid-rapidity (dieletron) and forward rapidity (dimuon).

(a) The color singlet model drastically under predicts the measurement.

(b) The color octet model describes the data reasonably well between for the applicable

pT range.

(c) Both the color evaporation model and the color octet model well describe the total

J/ψ production.

3. PHENIX has presented first results ofJ/ψ production in Au+Au collisions at RHIC for

mid-rapidity (dieletron) at
√
sNN = 200 GeV. The PHENIX measurement is extended

in this thesis by a measurement at forward rapidity (dimuon). The discerning power of

both measurements is limited by similar statistics, yet the measurements are compatible.

(a) The PHENIX central rapidity measurement disfavors binary scaling while this can-

not be ruled out by the forward rapidity measurement of this thesis.

(b) The PHENIX measurement at central rapidity is consistent with: “normal” nuclear

absorption, “normal” plus QGP absorption, and statistical production at hadroniza-

tion. The measurement presented in this thesis at forward rapidity is also consistent

with these scenarios since all scale less than the number of binary collisions.

(c) The PHENIX central rapidity measurement disfavors dynamic coalescence which

predicts enhancement above binary scaling. The dynamic coalescence prediction

for a flat charm rapidity distribution of width 4 is relevant for both central and
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forward rapidity. This calculation is only marginally disfavored by the PHENIX

central measurement and cannot be excluded by the forward measurement of this

thesis.

The strength of the PHENIX experiment is its ability to study the production of charm and

J/ψ production in a wide kinematic range (rapidity) and in a variety of systems: proton+proton

reactions, deuteron+Au reactions, and Au+Au reactions. At present the PHENIXJ/ψ mea-

surements and this thesis analysis cannot confirm the CERN observation of an “anomalous”

suppression nor conclude observation of the production of a quark gluon plasm due to the sta-

tistical limitations of existing data.

Many performance issues of the PHENIX forward spectrometer challenging the commis-

sioning run have been addressed during or after the collection of the data analyzed in this thesis.

• The temporary and partial shielding installed during Run II to reduce collision related

background has been replaced with a permanent more comprehensive shielding solution.

• Shielding behind the MuID will be installed to address the beam related background that

overwhelmed the MuID during the high luminosity Au+Au running.

• The inactive or inefficient detector channels in both the MuID and the MuTr have been

recovered by resolving high-voltage issues and replacing readout electronics.

• Advancements in the performance of the RHIC machine were realized during the follow-

ing Run III that will provide greater luminosity and less beam related background.
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The maturing analysis of d-Au reactions already recorded at RHIC will provide important

information on the effectiveJ/ψ nucleon cross section and shadowing effects. The conclusive

observation of the QGP in nucleus-nucleus reactions continues to be an exciting and promising

pursuit. Future Au+Au runs at RHIC will provide the statistics for a precise measurement of

J/ψ production as a function of several observables: collision centrality, transverse momen-

tum, and beam energy. In this systematic study the complex and competing processes ofJ/ψ

production and suppression will be unraveled.
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